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Preface 

Research has been one of the main priorities of the university education since its very beginning. It 

is the case also for our university – the Slovak University of Technology in Bratislava and its faculty 

– the Faculty of Informatics and Information Technologies. Close connection of research and 

education leads very naturally to an active participation of students in research. This holds not only 

for students of the doctoral study, where research is a substantial part of their study and one of their 

principal activities. A participation of students in research is “going down” to students of the 

master’s and even the bachelor study.  

Universities of technology have a long tradition of students participating in a research work 

where they have to apply their theoretical knowledge. Outcomes of such endeavours have usually 

been presented at various students’ competitions or exhibitions. Our university has a long tradition 

in organizing such events. However, in 2005 we decided to upgrade the framing of the event by 

transforming into a Student Research Conference covering topics of Informatics and Information 

Technologies (IIT.SRC). Participants are students of all three levels of studies, i.e. they recruit from 

both the undergraduate and postgraduate studies. The conference has adopted a process of reviewing 

as is usual at any other scientific conference. The accepted papers are available to all participants in 

a form of printed preprints (Proceedings). The aim of reviewing is not so much in achieving a certain 

acceptance rate, which is currently rather common in our community, but in assisting the student 

authors to amend their papers in the process of revision by providing helpful reviews. Of course, 

filtering out papers with a too low quality happens, too.  

This is only part of our effort to support students in their (often first) steps in communicating 

their results to the research community at large. We also encourage students to improve their papers 

and attempt to publish them in international journals or conferences to make them available to their 

elder peers. Especially, we support the youngest generation of researchers (bachelor and master’s 

students) by special travel grants that cover partially their travel expenses to conferences. 

IIT.SRC 2019 attracted 103 student papers from which 97 were accepted as research papers 

(28 bachelor, 51 master, 18 doctoral) and 6 as papers to the innovative application and technologies 

track. The number of papers slightly varies each year. This year we have noticed a increase in 

bachelor and master categories comparing to IIT.SRC 2018.  

The research track of the IIT.SRC 2019 conference was organized in 5 sections presented in 

course of live discussion in two poster sessions: 

− Intelligent Information Processing and Data Analysis (15 papers),  

− Machine Learning and Optimization (33 papers), 

− Web Science and Engineering (16 papers), 

− Software Engineering (13 papers), 

− Information Security, Computer Networks and Computer Systems (19 papers). 

Papers in Innovative applications and technologies track were presented in a demo session, where 

student authors presented their applications online. 

The conference was opened by Professor Michel Chaudron’s keynote titled Empirical Studies 

into the Effectiveness of Modelling in Software Design. Michel Chaudron is a professor at the 

Software Engineering division which is part of the joint Department of Computer Science of 

Chalmers and Gothenburg University in Sweden. His research interests focus software architecture, 

software design, software modelling with a special focus on UML, software composition.  

Besides the 103 papers presented at the conference and included in these Proceedings several 

accompanying events were organized. This year we organized for the ninth time as part IIT.SRC a 
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showcase of TP-Cup projects. TP-Cup is a competition of master students’ teams aimed at 

excellence in development information technologies solutions within two semesters long team 

project module. The competition has three stages. 11 teams managed to achieve this stage and 

presented their projects during the TP-Cup showcase. Extended abstracts of their projects are 

included in these proceedings. 

We continued this year with FIITApixel exhibition. FIITApixel brings together both students 

and staff of the Faculty as well as its potential students and alumni in an effort to create, share and 

judge pictures. It is organized as an ongoing event, where anyone can contribute pictures. The 

IIT.SRC FIITApixel exhibition presented the best pictures of this year contest. 

IIT.SRC 2019 was for the seventh time organized in the new FIIT building. We all benefited 

from well-disposed space, which supports lively discussions. IIT.SRC 2019 is the result of 

considerable effort by a number of people. It is our pleasure to express our thanks to: 

− members of the IIT.SRC 2019 Programme Committee who devoted their effort to reviewing 

papers and selecting awards,  

− members of the IIT.SRC 2019 Organising Committee and accompanying events coordinators 

(mentioned in particular reports in these proceedings) for a smooth preparation of the event, 

− the students – authors of the papers, for contributing good papers reporting their research and 

their supervisors for bringing the students to research community. 

Special thanks go to: 

− Katarína Mršková and Peter Gašpar who did an excellent job in the completion of the 

proceedings,  

− Zuzana Marušincová and the whole organizing committee for effective support of all activities 

and in making the conference happen. 

Finally, we highly appreciate the financial support of our sponsors which helped the organizers to 

provide excellent environment for presentation of the results of student research and valuable 

awards. 
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Abstract. Modelling is a common part of modern day 

many engineering practices. However, little evidence 

exists in Software Engineering about how models are 

made, how models are used and how they help in 

producing better software. In this talk, I will present 

highlights from my last 15+ years of research in the 

area of software modelling, model-driven 

development and UML. Topics that will be 

addressed:  

− How are models used in software development? 

Including how the use and purposes of models 

evolve over time. 

− A discussion of arguments in favour and 

against software modelling 

− Do UML models actually help in creating 

better software?  

− Challenges and future directions  

Also, I will overview some of the ongoing 

projects including our work on creating a dataset of 

almost 100.000 UML models1. 

1 Introduction 

All systems that are engineered go through some 

process of designing. Such designs may or may not 

be represented explicitly by the engineering team. A 

common way to represent a design is through models. 

Models are a systematic way of representing a system. 

The systematic aspect of models comes from a well-

defined language, both in terms of syntax and 

semantics. Another property of models is that they are 

an abstraction: they represent some aspects of a 

system, but leave out aspects. Typically aspects are 

left out because they are considered irrelevant from 

the perspective of the model. Moreover, the concepts 

that can be expressed in a modelling language satisfy 

some system: in particular for software modelling, the 

concept in the semantics are of the same abstraction 

level. Models may be expressed in textual form or 

graphical form, or both. To clarify the meaning and 

 
1 The Lindholmen dataset of projects that use UML 

can be found via http://oss.models-db.com/  

encourage precise use of these terms, I will use the 

following definitions: 

 

Definitions:  

Design (verb) = the process of making decisions 

about something that is to be built or created.  

Design (noun) = the plans, drawings, etc., that show 

how something can be made. 

Model (noun) = an abstract systematic representation 

of a thing. 

Modelling (verb) = the process of creating a model. 

 

Hence modelling requires that the model-author 

chooses what to represent. Sometimes it is clear 

which language is appropriate for representing some 

model, but sometimes a model-author needs to invent 

or adapt a language for represent his system. In the 

area of Software Engineering, this happens for 

example through the development of domain specific 

programming- or modelling-languages. 

Across engineering disciplines, models may serve 

many purposes, including: 

− Understanding: through creating of a model, it 

becomes clear which parts of a system are 

important and how they relate to each other. 

− Structuring: especially visual models aid in 

being able to see an overview, to see which parts 

of a system belong together, and to see which 

organization of parts leads to an (aesthetically) 

pleasing representation. 

− Communicating: models are useful in conveying 

meaning. The systematic use of notation and 

meaning helps to avoid misunderstanding. 

Models of software designs are commonly 

understood as a collection of components that 

have some types of spatial relation to each other. 

Especially graphical models are well suited for 

capturing and conveying such spatial relations 

between components. 
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− Analysing / Predicting: Models can be used as a 

basis for analysing and predicting properties of 

the system to be build. Properties of software 

systems for which model-based 

analysis/prediction-techniques exist include o.a.: 

performance (a system-property; see e.g. 

[MC04]), maintainability (a development 

property), and costs (a project management 

property). 

− Coordination: models can serve multiple roles in 

the project management. These include: a model 

can be a basis for allocation different parts of the 

construction to different engineers (division and 

allocation of work).  Also, models can be used 

sharing information on the progress of the 

design/construction. 

− Guiding: The model can be used to guide the 

construction work o.a. by showing engineers 

how different parts build on each other. 

− Blueprint for Production: If a model is complete 

and sufficiently detailed, it can be used to 

automatically construct the implementation. For 

software, this can be e.g. through code-

generation or low-code platforms where models 

actually constitute the representation that is 

executed. 

In practice, we see that models play multiple roles, 

often for different categories of roles in a project. 

Moreover, the role(s) that models play also change 

over time. In the early stages of a design project, 

models play a role in ideation (explore and synthesize 

ideas). In this stage the design often is changes a lot. 

For this reason, models in this stage are often 

represented in fairly informal representations. When 

a project proceeds to the stage where it aims to define 

what needs to be built, a more precise model is built 

that serves as a common reference for all engineers in 

the team. While designs at this stage are more 

complete and more precise than those of the inception 

stage, models are often not totally complete and fully 

precise. Indeed, economic considerations lead to 

pragmatic decisions in modelling: engineers choose 

to focus on parts of the systems that are important. 

This can be parts that constitute an (engineering) risk 

to the project or is critical for its functioning. 

Complementarily, model-authors would leave out 

information that they believe is ‘common 

understanding’ amongst the engineers of the team, 

and include parts that are relatively uncommon or 

unique. Indeed we find that level of detail is often not 

uniform across the model of a design. Some parts may 

be specified in a high level of detail while other parts 

are specified in low level of detail.  

 When models are used for the actual production 

of a system, then indeed the model must be complete 

and all necessary detailed included. 

The early leaders in developing engineering 

practices in software engineering were in military and 

space. Inspired by existing hardware engineering 

practices they proposed engineering methods that 

leaned heavily on complete specifications of artefacts 

at all stages of the engineering cycle. Clearly the 

military and space domain are very critical. When 

computers became more universally adopted in the 

late 1980’s and early 1990’s, software become more 

common in all types of business areas, also less 

critical ones. This has led to a counter-movement in 

engineering style: iterative, incremental, and 

adaptive. The most prominent school of approaches 

goes under the label of ‘Agile development’. The 

Agile community has written down some ‘values’ 

that are fundamental to their approach. These values 

include: ‘Working software over comprehensive 

documentation’ (v1), and ‘People and processes over 

methods and tools’ (v2). These adagio’s are often 

‘misinterpreted’ to mean: ‘let’s not make any 

documentation (v1) and using fewer tools is better 

than using more tools, so if we can avoid using 

modelling tools, then that is a good thing. Indeed this 

thinking is also justified by efficiency thinking. Both 

these positions are extremes. Indeed it is clear that 

modelling is neither necessary nor sufficient to 

produce good software. But, there are documented 

projects where individuals and teams do benefit from 

using modelling in their engineering approaches. To 

better understand the truth about modelling, and to 

separate opinions from truths, we need to do 

empirical scientific studies into modelling. 

2 Empirical Studies 

The Science of software engineering has accepted 

that there are ‘no silver bullets’; i.e. there is no single 

technique that automagically makes all defects go 

away (quality) and/or increases the efficiency of the 

production of software by some significant factor. As 

a special case, this also holds for the practice of 

modelling. 

In this talk I will present some recent studies that 

increased our knowledge about the effectiveness of 

modelling. I will not go much into the ‘cost’-side of 

this, but will summarize the findings from various 

interview studies into the hurdles and challenges of 

modelling: the main hurdles are not so much the 

effect that is spent on creating models. Even for 

complex systems that effort is often small compared 

to effort spent on all other engineering tasks. Among 

the more challenging hurdles are: migrating existing 

documentation, introducing new processes for 

maintaining models, including practices such as 

versioning and responsibilities such as quality-

assurance of models, integrating tooling for 

modelling into the tool-ecosystem of organisations. 

 



 

 Michel R.V. Chaudron: Empirical Studies in to the Effectiveness of Modelling in Software Development xi 

In this talk I will present some empirical studies that 

research the following: 

− Do defects in UML models affect the 

understanding of the design? 

− Do UML models affect the communication 

about a design? 

− Does the use of UML modelling relate to the 

quality of the resulting software? 

This talk will present an update of a paper that 

overviews empirical results of UML modelling  

3 Challenges and Future Directions 

 

Empirical studies have shown that using modelling 

can contribute to improved communication, 

improved understanding and improved quality. Also, 

from case studies in practice, we have learned that 

each project need to find its own ‘sweet spot’ 

regarding the rigour and completeness of modelling. 

We know that such a sweet-spot is related to various 

context factors such as number of developers, 

education level of developers, geographic co-location 

(or distribution) of the team, criticality of the 

application (often subject to certification standards). 

Moreover, it is likely that also cultural factors affect 

the attitude towards the adoption and use of 

modelling. 

From the research we can also identify several 

directions for advancing the adoption of modelling in 

software development: 

− Better techniques are needed for migrating 

existing documentation to model-based 

documentation. Reverse Engineering (RE) can 

play a role in this. But for RE to be effective, 

progress needs to be made in several areas, 

including: i) abstraction from source 

code/implementation, because models focus on 

essentials, ii) closely related to the previous: we 

need techniques for modularisation of reverse 

engineered diagrams: how to break them up so 

that we do not get one diagram with 50 classes, 

but around 3-4 diagrams of 12-16 classes, such 

that they are cognitively manageable. Together 

with this we need better algorithms for 

automatically producing layouts of class 

diagrams that are compatible with the logic of 

the design. 

For future work, I identify the following promising 

directions:  

− Automated updating of documentation: the most 

common scenario in modelling is that project 

teams do make an initial design, but when the 

project progresses, fail to prioritize updating the 

design. This scenario where an initial design 

exists provide good opportunities for automated 

updating. 

− Tools should offer better integration: e.g. editing 

of models and text should be integrated into a 

single tool. Also, the usability of tools should be 

improved. Modern technology enables 

interaction with touch, gesture, voice which can 

make the modelling much more intuitive, and 

moreover may reduce the effort for creating 

models. 

− Other improvements can be obtained, by 

automatically creating views that provide the 

right information to developers that suit the task 

they are working on [LC07] 
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Figure 1 Visualisation of UML diagrams and their 

quality (from [LC07]). 
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Abstract. In these days, as we are surrounded by 

huge amount of digital information, there is an 

increasing need to process overabundant data more 

effectively. Although visualizations have become a 

relevant tool for presenting stories from data, they are 

typically designed following a one size-fits-all 

approach, not considering the potential needs and 

preferences of an individual user. Previous research 

has uncovered which user characteristics play role in 

how users process textual documents with embedded 

visualizations, yet, to the best of our knowledge, no 

work claiming successful inference from such 

reading tasks has been carried out. Thus, we analyzed 

impact of individual differences on reading and 

comprehension of text. We focused on a specific 

cognitive characteristic (visual working memory) and 

propose a method of its identification using eye-

tracking data. We present our findings as a step 

toward developing user-adaptive support. 

1 Introduction 

There are multiple factors influencing the way how a 

user processes the information contained in the text, 

such as text complexity, previous domain knowledge 

of the user, but also user characteristics and cognitive 

abilities. These traits have impact on user’s ability to 

comprehend the text and amount of effort user must 

make. Currently most of the user interfaces do not 

consider the potential needs of an individual user [7]. 

To help the users (e.g., by highlighting important 

information or reference between text and part of the 

visualization), a method for identifying level of these 

abilities is needed. 

We have analysed the impact of these abilities on 

user’s accuracy and speed and based on our findings, 

we have chosen visual working memory to infer as it 

showed to have the biggest impact on user’s accuracy. 

We propose a machine learning method for inference 

of visual working memory using eye-tracking data. 

Apart from standard eye-tracking metrics, our method 

 
*  Bachelor study programme in field: Informatics 
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also calculates transition probabilities between areas 

of interest and classifies user based on difference 

between his or her probabilities and aggregated 

probabilities of the whole group. We are not aware of 

other research using such method in domain of 

combined text and visualizations. We expect 

transition probabilities to be an important deciding 

factor for our classifier to successfully infer visual 

working memory. 

2 Related work 

There has been extensive research demonstrating how 

people process textual and graphical information. 

Conati et al. [7] identifies nine user characteristics 

(e.g., visual working memory, reading proficiency) 

that play a significant role in user experience with 

visualizations or impact user’s reading abilities. 

These findings are backed by multiple studies. 

According to Dole et al. [2], individuals with high 

need for cognition (extent to which individuals are 

inclined towards effortful cognitive activities) are 

more likely to engage with in effortful analysis of 

ideas, while others will be more likely to process 

information heuristically. Carenini et al. [1] examined 

impact of perceptual speed (a measure of speed when 

performing simple perceptual tasks) on time needed 

to complete a visualization task where significant 

differences were found with growing complexity of 

task. Participants with higher perceptual speed 

performed significantly better when solving more 

complex tasks. This implies that complexity can 

considerably influence users’ performance depending 

on their cognitive abilities. Velez et al. presented 

evidence that spatial abilities directly impact 

visualization comprehension [8], meaning it is 

possible to use level of spatial ability as a method for 

comparison of different errors in comprehension. 

There has been some work investigating how to 

infer cognitive abilities. Steichen et al. [6] classified  

verbal working memory (part of the working memory 
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responsible for temporary maintenance and 

manipulation of verbal information) and visual 

working memory (part of the working memory 

responsible for temporary storage and manipulation 

of visual and spatial information) using gaze data. In 

a study, a sequence of tasks displaying bar or radar 

graphs was presented. Based on such visualization 

tasks, they classified level of cognitive ability into 

two groups – high and low (based on median split). 

They achieved 63% accuracy for verbal working 

memory and 58% for visual working memory 

respectively. The most important metrics were those 

related to chart labels and areas of interest (AOI). 

Participants with high level of visual working 

memory had smaller time to first fixation, meaning 

they were able to scan through various AOIs more 

quickly. 

Even though there has been conducted research 

focused on inference of cognitive abilities, it was 

mostly focused on inference from visualizations and 

its scope relating reading tasks or combining text with 

visualizations is very limited. Therefore, our goal is 

to research combination of text and visualizations 

where we can find interesting results regarding 

interaction between these two modalities.  

Although we are not aware of other research 

dealing with adaptive personalized support for 

processing both text and visualizations, there has 

been made some research on providing guidance to 

visualizations. Gotz and Wen [3] achieved significant 

speed improvement and reduced error rate by 

recommending appropriate visualization based on 

pattern detection in sequence of actions performed by 

users during search and comparison tasks. Carenini et 

al. [1] gauged individual forms of dynamic 

highlighting to draw attention to relevant points 

within bar graphs and reported significant 

improvement in task performance compared to using 

no interventions. For reading, Loboda et al. [5] 

investigated if words relevant for current reader’s 

informational needs could be inferred using eye-

tracking data, which proved to be useful to provide 

personalized content. Adaptive interventions are 

beyond the scope of this work. 

3 Explorative analysis of data 

Toker et al. [7] conducted user study with purpose to 

discover which user characteristics play role in how 

users process text documents with embedded 

visualizations. Participants were given a task to read 

such a document (Magazine Style Narrative 

Visualizations or MSNV for short) and after finishing 

they were presented with questionnaire in which they 

expressed their opinion about article and answered 

questions testing their comprehension of relevant 

concepts discussed in article. Each participant read 15 

articles. 

This experiment was replicated at the Faculty of 

Informatics and Information Technologies, Slovak 

University of Technology in Bratislava (the author of 

this paper assisted in collecting data). The majority of 

participants consisted of students. Our data consist of 

52 participants and 15 articles for each one of them. 

Data were preprocessed by open-source library 

EMDAT (github.com/ATUAV/EMDAT). Apart from 

that, the data also contain information about user 

characteristics and performance. There are 17 

independent variables. Nine of them are cognitive 

abilities (e.g., visual working memory, perceptual 

speed) and eight of them are subjectively measured 

traits collected from user questionnaire (e.g., bar 

chart preference). Regarding dependent variables, 

the data contain two performance related metrics – 

accuracy and task time and two subjectively 

measured metrics ease of understanding and interest 

(both related to the article read by a user). We 

analysed these data to find user characteristics that 

effect participants’ performance.  

First, we examined whether there are any outliers. 

By defining them using 2 standard deviations, we get 

2 – 5 outliers for each independent variable, not 

enough to significantly skew our data. But we have 

noticed there are few entries, where task time is 

significantly higher than the rest of entries for an 

article. Consequently, we defined outliers using 3 

standard deviations threshold with task time for each 

MSNV document. Those are users, who did not pay 

attention. We detected 7 such cases (out of 726) and 

these were excluded from further analysis. 

 

Figure 1. Correlation heatmap of significant 

user characteristics. 

We examined possible correlation between user 

characteristics and dependent variables – particularly 

accuracy and task time. Out of 17 examined user 

characteristics there are 6 cognitive abilities having 

moderate correlation (above 0.2) with accuracy or 

task time. These are (refer to .  from left to right) 

visual working memory, need for cognition, bar chart 
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literacy, verbal working memory, perceptual speed 

and reading proficiency. Out of these characteristics, 

only visual working memory and bar chart literacy 

were statistically significant (p-value less than 0.05) 

with both performance-related metrics. Perceptual 

speed, verbal working memory and reading 

proficiency showed statistical significance only with 

relation to accuracy. 

We further examined these cognitive abilities. 

For each, we placed users into one of 2 groups (either 

high or low) based on the median split. Then we 

calculated average accuracy and task time for both 

groups and compared it. Furthermore, we identified 

that there is a significant difference in task time 

between groups split by need for cognition where 

participants with higher level finished reading 15% 

faster in contrary to the original study [7], where 

people with higher level spent more time looking at 

the MSNVs.  

Other characteristics did not show any significant 

effect on task time, but verbal working memory, 

perceptual speed and visual working memory had 

considerable effect on accuracy. Out of these three, 

visual working memory had the biggest impact 

according to the median split (refer to Figure 2).  

 

Figure 2. Average accuracy for groups with 

high and low visual working memory. 

 

Figure 3. Linear regression to examine impact 

of visual working memory on accuracy. 

We investigated these characteristics further and used 

linear regression algorithm to confirm our findings. 

Figure 3 shows linear trend of visual working 

memory on accuracy even with one outlier. Without 

this outlier, the trend would be even stronger. We 

consider accuracy more important metric, as 

participants were not time limited and people with 

worse accuracy are the ones who would profit from 

adaptive interventions the most. Based on these 

findings, we chose visual working memory as the user 

characteristic to infer. 

 

4 Method of automatic visual working 

memory inference 

Our aim is to assess user’s level of visual working 

memory. For this purpose, we propose a method of 

binary classification working with gaze data. Subjects 

are divided into two groups according to their level of 

visual working memory. Boundary between these two 

groups is median. Various metrics are derived from 

gaze data. These metrics help us determine in which 

group user belongs.  

Because we use a machine-learning method, steps 

of our method reflect common phases of machine-

learning methods. We begin by data preprocessing. 

This phase includes correction of missing or faulty 

data, feature extraction and, in few cases, group 

aggregation.  

We are using data mentioned in section 3. The 

method works on the level of individual user and each 

article and, in few cases, with aggregated data from 

all articles for a particular user (e.g., transition 

probability matrix). 

Training of our model begins by calculating 

transition probabilities between AOIs aggregated for 

both groups for each article. With respect to our data, 

four AOIs are chosen to gain general sense of MSNV 

processing with respect to the two sources of 

information, text and visualization. These AOIs are 

defined as: 

− Refs AOI: The combined areas of all the 

reference phrases contained in MSNV 

document. 

− Text AOI: The rest of MSNV document text. 

− Referenced Bars AOI: The combined area of all 

the bars in visualization that are mentioned by 

any of the references. 

− Viz AOI: The rest of visualization region. 

Input attributes are gaze data about fixations, 

saccades, pupil size and distance from screen, all in 

time series. As another input attributes we use output 

of open-source library EMDAT which extracts 

multiple useful features from basic gaze attributes.  
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We take into consideration average, min, max and 

standard deviations from the following attributes. 

Fixation related: time to first fixation, fixation length, 

fixation rate, number of fixations, recurrent fixations, 

fixation-saccade ratio. Saccade related: number of 

saccades, regression saccades, absolute saccadic 

angles, relative saccadic angles, saccade duration. 

Pupil related: pupil size, pupil speed. 

We use Markov model to calculate transition 

probabilities matrix from gaze data for each group 

(high and low visual working memory) and store it in 

our model. Based on these transition probabilities, we 

calculate their difference with user’s transition 

probabilities. To achieve such result, we aim to use 

similar approach as Krejtz et al. [4] who used entropy 

coefficient of the fit Markov model to quantify 

complexity of individual switching patterns. Our 

approach is to calculate entropy from a transition 

probabilities matrix for each group as well as for 

individuals. The result is a subtraction between 

entropy of the group and the given individual – 

another metric used as an input to our model. Lastly, 

we train our classifier based on all input attributes. 

We use various algorithms, e.g., decision tree, 

random forest, logistic regression. To increase 

success rate of trained algorithms without overfitting, 

we use standard machine-learning approaches such as 

cross-validation and hyperparameter tuning. It is 

possible to use model trained according to this 

method for inferring new entries. 

5 Preliminary results 

So far, we have implemented a model inferring user’s 

group of visual working memory using basic gaze 

attributes without features related to Markov model. 

We have achieved 66% accuracy with training/testing 

sample of size 80/20. Majority class represented 

50.9% of dataset. As a classifier, we used decision 

tree and 5-fold cross-validation with training. 

6 Discussion and conclusion 

We have approached the problem of inference of the 

level of visual working memory as a binary 

classification problem, even though the level of visual 

working memory is a continuous numeric variable. 

The main reason is accuracy of our inference. We 

expect better results for a smaller group of categoric 

values, because size of our training data is limited. 

Also, our solution can still be used as a solution for 

adaptive systems thanks to finite number of variations 

of such system.  

The method uses data from MSNV study [7], but 

our goal is to create universal approach independent 

from these particular data. Method requires only gaze 

data and labelled AOIs. Based on these features, our 

method should achieve similar results with similar 

problems – where user is looking for connections 

between text and visualization and where information 

about transitions between AOIs plays a main role. 

During distribution of participants between 

testing and training sample we make sure that all 

articles read by one user end up in the same sample. 

We assume, that participant’s performance in one 

article is similar to his or her performance in other 

articles. Thus, by isolation into one sample we 

prevent possible bias of classifier, resulting in more 

accurate inference. 

We have designed method for inferring visual 

working memory using combination of text and 

visualization, which can deliver more accurate results 

than previous studies targeting only stand-alone 

visualization or text. Furthermore, to achieve such 

results, our method uses not only standard gaze 

metrics, but also transition probabilities.  

As future work, we plan to implement Markov 

model, evaluate its significance in decision making of 

final model and further increase accuracy. We already 

perform better than inference conducted in [6], where 

the 58% accuracy was achieved.  
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Abstract. In recent years, with a growing amount of
data on the Web, search efficiency becomes a challeng-
ing problem. While searching using natural language
queries and full-text search is more intuitive and natu-
ral for users, considering precision, structured search
gives us better results. We could solve this issue by
transforming full-text search into structured search, so
we can get the best properties from both. In this paper,
we propose a method of transforming full-text search
queries into structured search queries. Our method
abstracts from machine learning and enormous query
logs and is based on query understanding and fuzzy
string matching.

1 Introduction
Nowadays, the search is an inseparable part every-
where, where we are dealing with large volumes of
data - which is indeed everywhere. Depending on
search engine quality it might take a considerable time
to find relevant results when doing an ordinary full-
text search. Full-text queries are naturally ambiguous
and target thousands of possible candidates, which
need to be considered. The advantage is that they are
natural for a user to come up with.

On the other hand, structured search using keys
and values is more precise and faster, but less intu-
itive for users. The best solution would be to get
the intuitiveness of full-text search and the precision
of structured search. The challenge we face is map-
ping non-structured data from natural language query
to structured data stored in the database. The main
goal is to identify this kind of mapping without the
use of machine learning algorithms. In this paper, we
focus on query understanding by using a combina-
tion of shingles and Fuzzy string matching. Shingles
represent n-grams at the level of tokens.

2 Related work
There are many papers addressing the query under-
standing problem and proposing different kinds of ap-
proaches such as: web query logs [6–8], hierarchical
database [3], tries [6, 10], POS tagging [2, 4, 5, 9],
knowledge-based [9].

Web query logs are suitable for machine learning
algorithms, though they need to contain tens of mil-
lions of logs, which becomes impossible for smaller
domains. For small query logs, machine learning
algorithms are not capable to reliably learn how to
identify certain parts of a query. The quality of the
approach depends on the amount of data and this plays
nicely with big data systems.

Tries approaches are simple to use and their perfor-
mance does not depend that much on amount of data
available. They optimize their performance in terms
of time complexity (search/look-up time) by storing
n-grams directly in the tries data structure, which is
especially useful for fuzzy string matching.

POS tagging of queries deals with some major
problems - usually not correct grammar, short query
length, lack of capital letters, free word order, etc.
However, by using a proper method, we can benefit
from POS tagging - e.g., if we identify word sport as an
adjective in the query sport watches and word watches
as a noun in this query, we can declare that watches
are a category and sport is a type of the watches.

Knowledge-based approaches take a lot of effort
in the pre-processing part as they require a definition
of relations and connections between data. It makes
sense to use it if there are some relations present and
the amount of data is large enough for creating these
connections. The precision of the approach is high,
but the cost is in the complexity of creating such a
knowledge base.
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3 Transformation of full-text to structured
query

Activity diagram in Figure 1 illustrates the algorithm
we propose as a method for transforming full-text
search into structured search. Overall, the method
has two phases. During the first phase, we systemat-
ically go through an input query and try to identify,
whether a product/manufacturer/category is present.
In case one of these items has been found, the second
phase tries to find the parameters belonging to this
item in the rest of the query. The two nested phases
are being repeated until all possible matches are found.
Otherwise, the rest of the query, which has not been
recognized, is printed as full-text.

In more detail, the flow starts with normalizing
a query, i.e. process it through the standard NLP
pipeline. After that, we pre-select a subset of items
from the database, that are related to the query. Then,
we can generate shingles of variable length out of
the query. Subsequently, we start to look-up for a
good-enough match of a shingle against pre-selected
subset. If we were unable to find a match, the pro-
cess ends here. However, if we were able to find a
matching product/category/brand — we consider the
result with the highest similarity score and the longest
length (considering the number of words) — we try
to identify more attributes from the query, which are
within the scope of this match. Therefore, we remove
tokens used for recognition from the query and re-run
the process of shingles generation and match look-
up - this time scoped to the product/brand/category
retrieved in the previous step.

The whole process boils down to how we are de-
tecting and scoring matches of query terms to produc-
t/brand/category parameters. We are evaluating sev-
eral strategies of similarity scoring to find out which
one is the best for the query-attribute mapping.

As we store data and their classification in the
database, we can categorize our method as a knowl-
edge based approach. For each item in our database,
we can determine, whether it is a product, a category,
a brand or a parameter - and what kind of parameter it
is (the key of key-value pairs), e.g. color, size, weight,
etc. Items - that are stored together with their specifi-
cation in the database - represent our knowledgebase,
which we use in the process of transforming search.

4 Prototype
We performed a basic evaluation of the method by
implementing our first prototype in Python. Data we
work with are stored in database tables - the parame-
ters table and the product-manufacturer-category ta-
ble. The parameters table has the following attributes:
product ID, category ID, manufacturer ID, key, value.

The whole point of parameters tables is to store

key-values (product parameters) along with informa-
tion about parameters scope (which product, category
and manufacturer the key-value pair belongs to).

The product-manufacturer-category table then
contains information about those three primary en-
tities. Its attributes are: item ID, name, URL, parent
ID - valid for categories only, item type, search name
- the lemmatized form of the name and manufacturer
ID and category ID - both valid for the products only.

For the Fuzzy matching and string similarity com-
putation, we use the FuzzyWuzzy [1] Python library,
which provides us several different scorers:
1. Simple ratio - returns maximal score for two iden-

tical strings.
2. Partial ratio - returns maximal score if one string

is a substring of another, while ordering of indi-
vidual words does matter.

3. Token sort ratio - returns maximal score if both
strings contains the same words, while ordering
of these words does not matter.

4. Token set ratio - returns maximal score if one
string contains all words from another, while or-
dering of words does not matter.

5 Evaluation
For our evaluation, we have a validation dataset con-
sisting of query log of a big Slovak online retailer,
along with an information about a clicked result. The
information contains a structured version of clicked
item - such as a name, a type, attributes, etc. We as-
sume that users know exactly what they are looking
for when entering their queries [7]. Therefore, if we
consider only the queries which resulted in a click,
we can assume that attributes of the clicked item are
somehow encoded in the original query.

Dataset for a scorer experiment consists of 213
queries with an average length of 2.7 words. We
tested how well the prototype works according to used
scorer.

Table 1. Scorers evaluation results.

Scorer C1 C2 Precision Recall
Simple

ratio 110 91 82.73% 42.72%

Partial ratio 210 31 14.76% 14.55%
Token sort

ratio 110 91 82.73% 42.72%

Token set
ratio 176 34 19.32% 15.96%

Table 1 shows the number of queries, in which the pro-
totype identified something (column C1), the number
of queries, in which prototype identified something
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Figure 1. Activity diagram of the proposed prototype.

successfully (column C2), the precision and the recall
- if we suppose the prototype could identify something
in all queries.

Taking look at the first two columns, we can see
that scorers Partial ratio and Token set ratio were able
to identify something in most cases, but their precision
is very small. It is because of the way they work - there
is a high chance the part of a query is a substring of
some record, so they find a match for almost anything
and that is why they are so unsuccessful. On the con-
trary, Simple ratio and Token sort ratio are more strict
and find a match in much fewer queries, but when a
match is recognized, it is likely to be correct.

The reason why Simple ratio and Token sort ratio
give the same results is the way users formulate their
queries. Users tend to keep the word order unchanged
to the original names (or their substrings). It means
no matter which of these scorers we use, results are
the same. However, by using Token sort ratio, we can
give users more freedom to change the word order.

The average length of a successfully identified
query is: 2.9 words for Simple ratio and 2.91 words
for Token sort ratio. The longer query is, there is the
bigger chance of identifying something successfully.
When it comes to a one-word query - there are only
two possible options: the prototype either identifies

the word or does not. When the long query is being
analyzed, there is a big chance that some of its parts
can be recognized successfully.

Considering that the average length of a query
is 2.7 words, it becomes clear why the recall of the
best scorers is only slightly above 42%. As the
score threshold is currently set to 90, matches with
the smaller scores are being ignored. That is why - for
example, serial numbers, which are parts of product
names - are not recognized. Comparing them to the
whole product name gives us quite a small score.

Further, we focused on efficiency. Comparing a
user input with all entities in the database is an enor-
mously expensive task. The improvement we suggest
is to do a pre-selection, which tokenizes an input and
for every token, it queries a database for retrieving
a list of records, which contains that particular to-
ken. As a result, we reduce the comparison list to
only those entities, which are somehow related to the
user input. We tested the impact of this improvement
by running prototype 10 times over 50 queries using
following variants: no pre-selection and pre-selection
w/wo full-text index. Results (table 2) show that using
both - the pre-selection and the full-text index - can
make the prototype runs ca. 23,55 times faster.
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Table 2. Effect of preselection and full-text index.

Preselection Full-text index Avg. time
No No 606.87 sec.
Yes No 73.65 sec.
Yes Yes 25.77 sec.

Another efficiency issue we faced was long queries,
which generate lots of n-grams. The improvement we
suggest in this case is to stop generating n-grams for
such queries. When a number of words in the query is
greater than or equal to 5, we only check for a match
for the whole query and do not generate more n-grams.
We again tested the effect of the improvement by run-
ning 10 times two variants (with restricting generating
n-grams and without) over two datasets consisting of
50 queries. The average length of the query in the first
dataset was 2.22 words (table 3) and 3.18 words in the
second dataset (table 4.).

Table 3. Restricting n-gram generation (1st dataset).

Restriction Precision Recall Avg. time
No 85.71% 60% 29.84 sec.
Yes 85.29% 58% 25.77 sec.

Table 4. Restricting n-gram generation (2nd dataset).

Restriction Precision Recall Avg. time
No 89.19% 66% 85.14 sec.
Yes 89.29% 50% 31.08 sec.

When it comes to shorter queries, testing shows there
is not such a significant difference in execution time.
But when analyzing longer queries, the restriction im-
provement allows the prototype to run ca. 2.74 times
faster, without any especially negative impact on pre-
cision or recall.

The conclusion of our evaluation is that the proto-
type works the best for rather longer queries and with
Token sort ratio or Simple ratio scorer. Talking about
the efficiency improvements, we highly recommend
to use pre-selection with full-text index and restrict
generating n-grams for long queries.

6 Conclusions
In this paper, we proposed the process for transform-
ing full-text search into a structured one. The biggest
advantage of our solution is that it is machine learn-
ing free and is thus able to work properly in domains,
where it is hard to get enough data for ML-based ap-
proaches. We showed how the prototype works and
what results it gives us when different scorers are used.
Finally, we found out which scorers work the best. We

also showed how to optimize execution time by us-
ing a subset pre-selection with the full-text index and
restricting n-grams generation for long queries.
Acknowledgement. This work was supported by
grants No. 002STU-2-1/2018 supported by the Min-
istry of Education, Science, Research and Sport of the
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Abstract. Generating graphs in a grid is a common 

task of communication systems analysis. There are 

many variations of it and their corresponding 

sequences. Typically, such sequences consist of 

numbers of all possible graphs of a given length. In 

this paper, we deal with graphs that are restricted to 

start at the origin point and that each vertex of the 

generated graph can be expanded in either of two 

directions, positive horizontal or positive vertical, 

including both directions at the same time. 

The computation of this sequence is a problem 

with exponential time complexity. The efficiency of 

our algorithm is based on symmetry, i.e. there is no 

need to generate absolutely every graph, instead, they 

can be grouped according to a certain symmetry 

feature. At this stage, we managed to enumerate all 

graphs of the length of 0-24 edges in 117 minutes and 

the number of different 24-edges graphs is 

1,246,172,974,048. For 25-edges graphs, the 

estimated waiting time is 6 hours. 

1 Introduction 

To study the properties of communication and other 

networks, it is necessary to create their model, which 

can often be represented by a graph. In the case of 

sensor networks, the graph can be represented as a 

grid. Such networks usually contain many nodes that 

have the same data transmission radius. Each node 

can transmit information to all nodes, the distance to 

which is not greater than the radius of its 

transmission. For example, to determine the 

probability of delivery of a message at a given 

probability of failure of each line means to find all 

valid graphs in the grid. Generally, this is a 

challenging problem. Therefore, the question of 

developing an effective generator of such graphs is 

relevant. 

First, we explain which graphs in the grid are 

valid. In the case of sensor networks, each topology 

point can only be connected to those points that are 

within the data transmission radius. As part of our 

problem, we assume that the cell size in the grid is 
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1 × 1, and the transmission radius is 1. Thus, points 

can be interconnected only along grid lines. To avoid 

cyclicity in graphs when generating, we will add a 

condition, that each vertex of the generated graph can 

be expanded in either of two directions, positive 

horizontal or positive vertical, including both 

directions at the same time and none of them as well. 

So, there are four possible cases for each vertex how 

it could be expanded. If one of these four transmission 

methods is not yet selected for a vertex, this vertex 

will be called active. In Figure 1 these vertices have a 

white core. 

 
Figure 1. The deployment of the active vertex. 

Second, let us explain what we mean by the length of 

the graph. Since there is no such term as "the length 

of the graph" in graph theory, but there is "the length 

of the walk", it is important not to confuse them. 

According to graph theory [2], a walk in the graph 

𝐺 = (𝑉, 𝐸) is a finite sequence of the form 

𝑣𝑖0
, 𝑒𝑗1

, 𝑣𝑖1
, 𝑒𝑗2

, … , 𝑒𝑗𝑘
, 𝑣𝑖𝑘

, 

which consists of alternating vertices and edges of 𝐺. 

The walk starts at a vertex. Vertices 𝑣𝑖𝑡−1
 and 𝑣𝑖𝑡

 are 

end vertices of 𝑒𝑗𝑡
 (𝑡 = 1, … , 𝑘). 𝑣𝑖0

 is the initial 

vertex and 𝑣𝑖𝑘
 is the terminal vertex. 𝑘 is the length 

of the walk. A zero length walk is just a single vertex 

𝑣𝑖0
. Speaking about the length of the graph, we 

simply mean the number of edges used (or the size of 

the set 𝐸). 
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2 Depth-first search 

The obvious solution to generating all graphs is a 

search tree, where the simplest graph, namely a lone 

vertex, will be a root node. Its successors will be four 

nodes, corresponding to the four possible ways to 

expand the active node. 

Note also that the number of successors of a node 

is determined by the formula: 

 4𝑎 − 1 (1) 

where 𝑎 is a number of active vertices. Subtraction of 

one at the end means that we do not consider a 

successor identical to the parent node. The presence 

of such a successor for each node is due to the fact 

that there is always such an option, in which each of 

the active vertices will not be expanded. 

Thus, the deeper we traverse along the search 

tree, the wider it becomes, and significantly. For 

example, there is only one node at the depth of 0. 

Further, we have 3 nodes and 21 at the next two depth 

levels. Traversing the search tree implies some data 

structure where we can store the generated but not yet 

processed successors. Therefore, to use memory 

rationally, it is reasonable to use the method of 

traversing the tree called Depth-First Search. By 

storing the vertices in a LIFO stack, we explore the 

vertices by lurching along a path, visiting a new 

neighbour if one is available, and backing up only 

when we are surrounded by previously discovered 

vertices [3]. So, when we move to a new branch, we 

can free those memory blocks where the previous one 

was stored. If we were used Breadth-First Search, we 

would have to store the entire tree in memory, which 

is unacceptable because of the exponential increase in 

the number of nodes with depth increasing. 

3 Graph representation 

Let the graph increment be the set of edges and 

vertices of the graph, removing which we get the 

predecessor (in the search tree) of this graph. For 

example, in Figure 1, a graph with two active vertices 

has an increment of the set of these two vertices and 

their adjacent edges. In other words, a graph 

increment is the difference between that graph and its 

parent (predecessor). Thus, a graph 𝐺 can be defined 

as a set of all the increments obtained by traversing 

from the node corresponding to this graph 𝐺 up to the 

root node. So, it is enough to store only the 

corresponding increment in nodes of the tree instead 

of the whole graph. 

Since the increment consists of a set of vertices 

and edges, it will be stored in two variables: 𝑒𝑑𝑔𝑒𝑠 

and 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠. Each of these variables is a sequence 

of bits, where 0 corresponds to the unused 

edge/vertex of the grid, 1 corresponds to the used 

edge/vertex of the grid. For example, in Figure 2 

below, when the grid is rotated, the 𝑖3 increment 

corresponds to 𝑒𝑑𝑔𝑒𝑠 = 011100𝑏 and 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 =
0110𝑏. However, based on the 𝑖1 increment, it 

becomes apparent that all further increments have the 

last two bits of edges and the last one of vertices being 

zero. Therefore, we assume that for the 𝑖3 increment 

𝑒𝑑𝑔𝑒𝑠 = 0111𝑏 and 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 = 011𝑏. Note also 

that the 𝑖0 increment always looks like this: 𝑒𝑑𝑔𝑒𝑠 =
∅ and 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 = 1𝑏. 

 
Figure 2. Graph increments. 

3.1 Pros and cons 

The benefits of this graph representation are, first, the 

economical use of memory, since each node of the 

tree does not contain the whole graph, but only the 

increment. Second, the use of a sequence of bits (as 

the unsigned long long data type) gives us an 

advantage in time over other ways of representation 

since, generating a new node, we do not have to 

regularly allocate memory to edges and vertices 

variables. The disadvantages are limits of data type 

(at least in C language). That is, if some increment 

contains more edges than the size of the data type in 

bits, it is likely that the program will fail. 

4 Symmetry 

The naive solution algorithm is to generate absolutely 

every graph. However, among the generated graphs 

there are many groups of graphs, there is no practical 

difference between them. In this case, it will be 

enough to generate only one graph from the group and 

count it exactly as many times as there are graphs in 

this group. 

Let us imagine that at a certain stage for some 

node among the potential successors there are two 

increments with sequences of edges 101001b and 

100101b and respectively vertices 1101b and 1011b 

(see Figure 3). That is, one sequence is the reverse of 

the other. We can guess that the successors of such 

increments will be the same (to be more precise, it is 

mutually reversible). So, it makes no sense to 

generate the same thing twice. Therefore, we will 

consider such increments as equal. 

 
Figure 3. Two equal increments. 



  Ivan Petrov: Generating Graphs on a Grid  11 

 

Consider an example: 

 

Figure 4. Two graphs with equal increments. 

The difference between graphs in Figure 4 is only that 

for the 𝑖3 increment in one case edges sequence is 

equal to 0111b, and in the other, this sequence is equal 

to 1110b. Otherwise, they have the same number of 

used edges and vertices and unused edges. That is, 

having only the left graph, it is safe to assume that 

there is also a graph shown on the right. Let's pay 

attention to the 𝑖1 increment: edges sequence, in this 

case, is 10b. So, we can also assume the existence of 

two more graphs of this configuration (if the edges 

sequence at 𝑖1 were 01b, see Figure 5). Thus, this 

group consists of 4 graphs. 

 

Figure 5. Two graphs with the same increments as 

in Figure 4. 

So, having only one graph, we can conclude that there 

are three more with the same parameters. Any other 

groups can contain from 1 to 2𝑛 (𝑛 – a given 

maximum length of generated graphs). That is, the 

best case would be when for some group, instead of 

executing a cycle 2𝑛 times, the program will execute 

only one. 

Let us say a few words about how it looks in the 

code. Each time we pop an increment from the stack, 

we first generate a set of all possible successors. 

Among this set we need to identify pairs of equal (in 

other words, mutually reversible) increments. For 

each such pair, we push only one increment onto the 

stack and remove the other. At the same time, the 

pushed increment stores information that it represents 

not one graph, but two. This information will also be 

shared with all successors of this increment. Finally, 

we push all other successors of the set (for which 

there was no pair) onto the stack. 

5 Testing and results 

The test results are given for graphs with a maximum 

length of 24. The desired sequence 𝑋𝑛 is presented in 

Table 1 in the second column. The third column 

contains data on the number of graphs generated by 

the program (𝑋𝑛
′ ). Based on the difference between 

this and the second column (Figure 6), we can draw 

conclusions about the efficiency of our algorithm in 

comparison with the naive one. The ratio of the 

number of graphs generated by the program to their 

actual number is presented in column 4. 

 

Figure 6. Comparison of the number of graphs 

generated by the program to their actual number. 

Figure 6 clearly shows how much unnecessary work 

we have avoided. Its size is impressive. Even for 𝑛 =
24, it seems that the bottom curve still looks like a 

straight line. But it is not: the bend is there, but it is 

so small that we do not notice it. 

Table 1. Number of graphs and other dependencies. 

𝑛 𝑋𝑛 𝑋𝑛
′  ratio time[s] 

0 1 1 1.0 0.000 

1 2 1 2.0 0.000 

2 5 2 2.5 0.000 

3 14 4 3.5 0.000 

4 42 10 4.2 0.000 

5 130 23 5.7 0.000 

6 412 57 7.2 0.000 

7 1,326 142 9.3 0.001 

8 4,318 364 11.9 0.002 

9 14,188 944 15.0 0.003 

10 46,950 2,492 18.8 0.005 

11 156,258 6,656 23.5 0.011 

12 522,523 18,008 29.0 0.024 

13 1,754,254 49,263 35.6 0.063 

14 5,909,419 136,208 43.4 0.153 

15 19,964,450 380,166 52.5 0.409 

16 67,618,388 1,070,692 63.2 1.157 

17 229,526,054 3,040,728 75.5 3.343 

18 780,633,253 8,703,323 89.7 9.717 

19 2,659,600,616 25,093,487 106.0 28.551 

20 9,075,301,990 72,851,080 124.6 84.525 

21 31,010,850,632 212,881,770 145.7 252.712 

22 106,100,239,080 625,918,631 169.5 757.056 

23 363,428,599,306 1,851,124,928 196.4 2318.450 

24 1,246,172,974,048 5,505,132,809 226.4 6927.653 

Comparing the time spent on calculations with the 

results achieved by other students of our faculty last 

year [1], we can see a significant improvement. Last 

time, to calculate the value of 𝑋23 and 𝑋24, the 

calculation time was 25409 and 76911 seconds. In 

other words, our program calculates these values 11 
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times faster. Our algorithm is different in that the 

symmetry is considered not only for the root node of 

the search tree but for each node. A visual comparison 

of the calculation time is shown in Figure 7. 

 

Figure 7. Comparison of calculation time (s). 

6 Conclusions 

Although we can be satisfied with the work done, this 

algorithm can still be improved. At least the program 

can be implemented using multithreading. Splitting 

the current program into 𝑛 threads should increase 

efficiency by 𝑛 times. It would be best if we could see 

some pattern based on which it would be possible to 

detect the hidden formula. 
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Abstract. Segmentation of brains structures is 

important in quantitative analysis, due to the 

detection of diseases such as Alzheimer’s disease 

causing brain atrophy. In this paper, we propose a 

new method of brain structures segmentation, i.e. 

white matter (WM), grey matter (GM) and 

cerebrospinal fluid (CSF) based on clustering. In our 

method, the input data are transformed by a filter, 

which is created using cartesian genetic programming 

(CGP). We evaluate our method on a publicly 

available annotated dataset obtained from the 

evaluation framework MRBrainS. 

1 Introduction 

One of the subsets of evolutionary algorithms is 

genetic programming (GP), which is used to evolve 

executable programs and is often used in data 

analytics. The individuals in GP represents computer 

programs or functions which are represented as tree 

structures. Cartesian Genetic Programming (CGP) is 

a derivation of GP, which does not represent the 

program using a tree structure, but rather as a directed 

acyclic graph [1]. 

One of the major problems of GP is bloat. This 

phenomenon caused that after several generations, the 

size of programs become too large without changing 

fitness [2]. This type of problem solves CGP where 

the representation of a program or function is using a 

directed acyclic graph, and the individuals in the 

population have fixed size of genotype. This makes 

CGP calculation much more efficient. 

This paper focuses on application of CGP to 

quantitative brain analysis, which is area where CGP 

have not been used before. 

2 Alzheimer’s detection based on 

segmentation of MRI images 

The brain is one of the most complex part of the 

human body and together with the spinal cord forms 
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the central nervous system. The brain has many 

important functions and is responsible for 

maintaining balance, thinking, planning, movement 

control, and other functions. Since the brain forms the 

center of the nervous system and has many important 

functions, improper brain function can lead to failure 

of these functions, which can have catastrophic 

consequences. Pathological changes in the brain can 

lead to disease such as Alzheimer's disease. 

Alzheimer’s disease is irreversible and is 

currently incurable, only certain drugs are known to 

suppress symptoms. For this reason, it is important to 

recognize the disease in the early stages, and then 

deploy appropriate drugs to suppress symptoms and 

slow down the disease progression. That is why the 

emphasis is put on the development of tools that can 

detect Alzheimer's disease in the early stages from 

MRI images. Studies show that, based on the ratio of 

WM and GM in the brain, it is possible to detect 

certain anomalies and evidence of Alzheimer's 

disease [3, 4]. 

3 Dataset 

In our work, we are using dataset obtained from the 

evaluation framework MRBrainS [5]. This 

framework provides a publicly available tagged 

dataset with 5 patients to train algorithms for 

segmentation of brain structures. Each of the patients 

had 48 brain images. These data represent volumetric 

brain imaging data collected by MRI from patients 

between 65 and 80 years of age. Some of the patients 

suffered from brain atrophy and white matter lesions. 

Datasets contain raw brain MRI scans and 

manually segmented brain scans, where image 

segmentation was manually performed by experts. 

Scanning was performed with a 3T MRI scanner, 

including the following MRI modalities: T1-

weighted, T1-weighted inversion recovery and T2-

weighted fluid-attenuated inversion recovery 

(FLAIR). 
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4 Related work 

In the field of segmentation of brain structures, deep 

learning methods prevail, which can overcome classic 

machine learning algorithms and bring better results 

[6]. Deep learning describes neural networks (NN) 

with a larger amount of layers. These neural networks 

can perform hierarchical feature extraction from the 

input image. Such networks can deliver very effective 

results when training on a large amount of data. 

There have been developed a several approaches 

based on deep learning for various purposes, such as 

object detection, image segmentation, voice 

recognition, or disease classification. In the image 

segmentation and classification, the most commonly 

applied type of NN is the convolutional neural 

network (CNN). 

We point out several works below, that focus on 

brain structure segmentation using CNN. Authors in 

these works use for quantitative measuring of brain 

segmentation quality one of the most popular 

statistical methods: Dice Similarity Coefficient 

(DSC) [6]. DSC is expressed in percentage and serves 

to determine the spatial overlap of the binary 

segmentation, where A represents the result of the 

binary segmentation and G represents the reference 

standard [5]: 

 𝐷𝑆𝐶 =
2|𝐴∩𝐺|

|𝐴|+|𝐺|
∙ 100  (1) 

Zhang et al. [7] describes the CNN-based 2D 

approach using patches of size 13x13 pixels. In their 

work, they segmented WM, GM and CSF and pointed 

out that their CNN-based approach was able to 

overcome classical machine learning algorithms such 

as support vector machines (SVM) and random forest 

(RF). With SVM they reached DSC with 76.95% ± 

3.55%, with RF they achieved DSC with 83.15% ± 

2.52% and with CNN they achieved the best DSC 

with 85.03% ± 2.27%. 

Nie et al. [8] in work describes a fully convoluted 

network (FCN). They performed a brain 

segmentation of WM, GM and CSF where they 

worked with the same dataset as Zhang et al. [7]. 

Compared to work [7] they reached better results with 

overall DSC 88.7% for WM, 87.3% for GM and 

85.5% for CSF.There are also other works in this area 

[9, 10] that has produced similar results in brain 

segmentation with CNN. We can see that deep 

learning approaches are very effective in the 

segmentation of brain structures. 

In the field of image processing, it is important to 

mention one of the image segmentation methods: 

clustering. In the cases of brain structure 

segmentations, such as WM, GM or CSF clustering 

algorithms were the most used methods [11]. 

In the field of image processing CGP achieved 

good results. Harding [12] in work among the first 

described the evolution of image filters using CGP, 

which was able to reduce noise in the image more 

effectively than conventional noise reduction filters. 

The use of CGP has also been found in the field 

of medicine. Harding et al. [13] in the work described 

a method using CGP on the detection of cancer cells 

in the diagnosis of breast cancer. 

We see that CGP achieved good results in the 

field of image processing. Based on our previous 

knowledge, there is no work that presented brain 

segmentation using CGP. For this reason, we think it 

is advisable to explore this area and compare the deep 

learning approach with CGP. 

5 Proposed methods 

We propose two methods for segmentation of brain 

structures using the CGP and clustering. In our 

methods, CGP modifies the input image by using 

patches of a certain size. This creates a specific image 

filter. Then we use clustering algorithm on filtered 

image to perform image segmentation for specified 

brain structures (WM, GM, CSF). 

In the first method, a raw training MRI image is 

taken at the input, from which NxN patches are 

created around each pixel. These patches are 

transformed by a CGP individual, which creates one 

pixel from each patch. The input for CGP represents 

patch size with NxN pixels and at the output of CGP 

is one transformed pixel. These pixels represent the 

resulting transformed input image after CGP 

application. This transformed image is then sent to the 

cost function where we perform patch extraction 

around each pixel with size NxN. After extraction of 

patches, there is performed a binary patch clustering 

with K-means. We used DSC to evaluate the 

clustering result where this value represents the 

fitness value for CGP. 

Figure 1. Activity diagram for the first method. 
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The second method is similar to the first method 

where the input is a raw training MRI image from 

which are extracted NxN patches around each pixel. 

Each pixel from patch represent the inputs to CGP 

(the input amount is NxN) and the CGP output 

represents the same amount of pixels (the output 

amount is NxN), which represents the transformed 

patches. These patches are sent to the cost function 

and there is performed a binary clustering using K-

means. As in the first method, we use DSC to evaluate 

the clustering result where this value represents the 

fitness value for CGP. 

This method is a modification of the first one, 

where we get rid of the step of creating patches 

around individual pixels from a transformed image. 

By removing an additional extraction of patches from 

a transformed image in this second method, we expect 

faster run of the algorithm as in the first method. 

6 Experiments and results 

We created a prototype, to point out the possibility of 

using CGP in brain structure segmentation. For the 

 
1 https://github.com/Jarino/tengp 

prototype, we decided to use the publicly available 

CGP library called TenGP1. It uses the evolution 

strategy 1 + λ and it can define parameters such as the 

type of mutation, number of inputs and outputs, 

number of rows and columns, fitness threshold or 

mathematical functions. 

We performed several experiments using T1 

weighted MRI scans of the brain in a transverse plane. 

For training set we have randomly selected 8 MRI 

images from all images. Validation set contained 2 

randomly selected MRI images and the test set 

contained also 2 randomly selected MRI images. 

Because of the stochasticity of the CGP algorithm, we 

execute every experiment repeatedly ten times and 

compute the average from runs. Our fine-tuned 

models represents the best performing models on 

validation set. After we find these models, we 

performed testing on test set. 

In the first method, the number of rows and 

columns in CGP parameters were set to 25. The 

number of inputs were set to size of the patch and the 

number of outputs were set to 1. The population size 

Table 1. Comparison of segmentation performance of our proposed methods with the state of the art 

methods and with Naive K-means. 

   Dice coefficient 

Method Function set Patch size WM GM CSF 

1 

basic 

3x3 64.85% ± 16.95% 54.73% ± 0.48% 18.20% ± 6.60% 
5x5 73.1% ± 4.57% 47.67% ± 11.67% 12.00% ± 6.38% 

7x7 69.61% ± 5.03% 51.74% ± 0.9% 19.40% ± 6.06% 

9x9 70.8% ± 1.8% 50.54% ± 1.25% 22.72% ± 5.59% 

extended 

3x3 72.0% ± 3.45% 54.74% ± 0.58% 19.15% ± 6.9% 
5x5 71.47% ± 5.09% 53.8% ± 0.56% 17.05% ± 6.05% 

7x7 67.89% ± 7.36%  51.74% ± 1.05% 21.09% ± 4.08% 

9x9 65.42% ± 6.7% 50.37% ± 1.0% 24.00% ± 6.28% 

2 

basic 

3x3 51.75% ± 27.49% 36.34% ± 18.64% 1.58% ± 2.36% 

5x5 68.4% ± 16.26% 15.08% ± 15.78% 1.1% ± 1.35% 

7x7 63.45% ± 17.97% 20.93% ± 15.81% 1.67% ± 1.57% 
9x9 70.53% ± 12.2% 16.3% ± 8.5% 2.04% ± 2.19% 

extended 

3x3 75.73% ± 1.18% 55.27% ± 0.26% 24.9% ± 9.8% 

5x5 75.25% ± 2.05% 54.73% ± 0.95% 23.22% ± 7.21% 

7x7 75.69% ± 0.98% 54.18% ± 1.77% 20.88% ± 3.65% 
9x9 72.58% ± 2.87% 52.31% ± 4.90% 20.54% ± 10.71% 

State of the art (neural network) [5] 89.87% 86.58% 85.16% 

Naive K-means 51.59% 52.48% 8.23% 
Our fine-tuned models 71.1% ± 9.58% 52.15% ± 0.29% 24.9% ± 10.53% 

 

 

Figure 2. Segmentation of the white matter using the second method with 3x3 patch and extended 

function set. The first image from left represents the input MRI image, the second expected output, and the 

third represents the final segmentation of the white matter using CGP where we achieved DSC with 87.62%. 
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were set to 5 individuals and the number of 

generations for one image were set to 300 

generations. 

In the second method, the CGP parameters were 

set identical except to the number of outputs, where 

this value was set to the patch size (NxN). We have 

created two types of function sets, a basic function set 

and an extended function set for experimentation. The 

basic function set contains functions +, -, *, /, and the 

extended function set contains functions +, -, *, /, 

min, max, *0.5, *1.5, *2 and *3. 

Comparison of our proposed methods with 

different patch sizes and function sets for 

segmentation of WM, GM, and CSF with other 

methods are described in Table 1. Values of the DSC 

in the table represent the average of ten runs of CGP 

algorithm on validation set. The values with bold font 

represent the best DSC we achieved from brain 

structures segmentation. The state of the art results 

represents the results of best algorithms on same 

dataset from MRBrainS. We also performed 

experiments for brain image segmentation using only 

naive K-means without CGP. In naive K-means we 

use smart cluster centers initialisation, which has 

always led to the same clustering result. 

We see that we achieved the best DSC with 

second method and use of extended function set and 

patch size set to 3x3. With extended function set has 

CGP more options to create more different filters. It 

follows that better results could be achieved by 

adding new functions to the function set. In our 

opinion, compared to the results, we achieve 

interesting results and bring interesting research in the 

area of brain segmentation using CGP. 

7 Conclusion and future work 

We proposed a new method of brain structures 

segmentation based on clustering and cartesian 

genetic programming. Our method uses a filter to 

transform the input image, which is created using 

CGP. Then we use clustering algorithm on 

transformed image to perform image segmentation 

for specified brain structures, i.e. WM, GM and CSF. 

We point out the possibility of using CGP in brain 

structure segmentation, where this alternative has not 

been researched so far. With our experiments and 

prototype, we have shown that the use of CGP in 

brain segmentation can bring potentially interesting 

results. In further experiments, we focus on extending 

the function set for CGP and experimenting with CGP 

parameters such as the number of generations, 

population size and with the number of rows and 

columns. We assume that adding new functions to 

function set will improve the results of binary image 

segmentation. 
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Abstract. The topic is very recent in recent times, as 

the need for message filtering is becoming 

increasingly widespread. Not every piece of 

information comes from a relevant source, and even 

media-makers get fake news information. As part of 

the political struggle, there is nowadays more and 

more frequent misrepresentation of misleading 

information about individual candidates as part of a 

political struggle, in order to destroy their political 

reputation, thus leaning public opinion in their favour. 

In our research, we have focused on binary 

classification. Splitting real and misleading messages 

into election campaigns for US President in 2016. 

How do you know the fake message?  

1 Introduction 

Hoax, trolling, or distorted reports are believed today 

by the younger generation, as well as those born 

earlier. However, the dangers are most at risk for the 

younger generation, as they do not yet have enough 

life experience and can not match the information to 

their own experience. Therefore, it is relatively easy 

to influence these people, to give them their vision of 

reality. 

This property of the younger generation abuses 

various organizations, often of an extremist nature. In 

the family life and pedagogical process, there is a 

need to focus on this new reality that has come with 

the massive expansion of information and 

communication technologies into our everyday life. 

Let us therefore bear in mind the words of the 

founder of behaviourism: 

"Give me a dozen healthy infants, well-formed, 

and my own specified world to bring them up in and 

I’ll guarantee to take any one at random and train him 

to become any type of specialist I might select—

doctor, lawyer, artist, merchant-chief and, yes, even 

beggar-man and thief, regardless of his talents, 

penchants, tendencies, abilities, vocations, and race 

of his ancestors." [1] and we want to make sure that 

online users have all the relevant information on 

which they can make a separate decision. We limit the 
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reach of groups that want to influence the thinking of 

us all and gain an advantage. 

2 Related work 

The report is generally defined in the glossaries as 

information about the recently changed situation or a 

recent event shared by means of communication with 

others. As we can see, the definition does not say 

anything about whether this message is real or 

invented. 

Virtually every person thinks he can figure out 

what kind of message these two are. However, as we 

saw in our first attempt, where we followed this 

questionnaire method, this expectation is not always 

real. 

In the area we are doing in our research, it is 

necessary to distinguish fake news from real news 

and, after examining available research work in this 

area, we can distinguish three basic approaches that 

we can further divide. These approaches are: 

1. Natural language processing (NLP) - where 

fake news is revealed in the form of word 

analysis. 

2. Facts - Comparing messages with proven 

resources as the most common way. 

3. User Model - The approach focuses on 

observing the metadata of the post. 

2.1 Natural language processing 

In the field of NLP detection fake news can be seen: 

1. detection of emotionally coloured words 

2. analysis of sentence structure 

When detecting emotionally coloured words, it is 

based on the assumption that fake news as a post will 

attack the recipient's feelings, making this person 

more prone to take the false message as real. Such 

work was the work of Mykhailo Granik and 

Volodymyr Mesyura 2017 [1] on Facebook status 

analyses, where they reached a 75.40% success rate 

in revealing the division between administrations. It 

should be noted that the better classification success 
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achieved on real news. It is also clear from this that 

the assumption of better detection is the area of this 

approach. 
By detecting the structure of words and its 

linguistic styles, which can be detected as being 

different, the work of Biyani et al. from 2016 [1]. 

Where did the authors discuss individual techniques, 

how to crack the report to maximize the number of 

ladies they can get for their contribution. This 

structure on fraudulent documents within the 

Wikipedia website has been dealt with in Kumar et al. 

also in 2016 [1]. Recent work has addressed Wang 

2017 [1] on the PolitiFact domain. 

2.2 Fact checking  

The theme of the presidential campsite in the US is in 

the form of facts such as H. Allcott and M. Gentzkow, 

2017 [1], on "Social Media and Fake News in the 

2016 Election", where they discuss the facts about 

these voices. 

2.3 User modelling  

The user model is used to detect fake news by 

comparing the metadata of individual posts. These 

metadata are, for example, the names of the 

individuals who posted or disseminated the text. 

Other metadata include posting date and other 

additional data. Such work is, for example, the work 

of Zhou et al. 2015 [1], which deals with the issuance 

of real-time certificates to authors. In this way, the 

recipient of the message can be sure that this is not 

fake news. 

More work that dealt with the issue: J. Nelson [1] 

conducted an analysis of the US presidential election 

in 2016. He found that Internet users who believe in 

false or distorted reports are only very likely to verify 

the information. At the same time, he noticed a sharp 

increase in false reports between January 2016 and 

January 2017. The results of measuring the location 

of individual reports have shown the belief that these 

distorted reports are also targeted locally. Within the 

media that is the source of information in the US, it 

was The New York Times - 40%, ABC News - 50%. 

However, within the other countries' media it was less 

BBC - 1.5% and Aljazeera 0.7%. In our opinion, 

however, this article has also pointed to a number of 

false messages that come to the genuinely creating 

media. 

This is a dangerous condition that is easy to use 

to discriminate against the individual or the entire 

group of companies in the real world. 

As an example of US manipulation, it can also be 

seen that manipulation is not just a matter for an 

individual with access to the internet and the 

necessary knowledge. But it is still more a part of a 

strategy of political struggle, with which funding is 

already worth budgeting for a given political 

campaign. Our view is that the production of 

counterfeit messages in this case is not motivated by 

the real intention of physically harming someone, but 

in order to gain predominantly preferential results. 

Therefore, the available means are usually used for 

this fight. If the goal of this work is met and the 

amount of such reports in the electronic world is 

reduced, the campaign will also be moved to places 

more likely to interfere with the views of the marginal 

group of potential voters. 

According to a report published in The New York 

Times as an example of well-known makers of fake 

political reports, their creation and dissemination 

preferentially only result in a headline change. The 

text itself is not so important, and this text is often 

copied from previous texts. In this way of spreading 

news, informatics can find such articles by searching. 

According to the time of addition, we know how to 

spread the message and its source. According to 

Professor N. Kshetri of the University of North 

Carolina [9], it is very difficult for the disseminators 

of such reports to be punished because of their 

frequent out-of-state activities and the weak legal 

possibilities of punishing them. Therefore, we believe 

that the solution of the disseminators is in the hands 

of the competent authorities and we are focusing on 

the detection of these messages and their labelling, or 

the prediction of suspicious behaviour. 

Another way of gaining voters' voices is based on 

how to manipulate discussion groups on individual 

topics. 

Manipulating debates is to create false online 

identities (often in a larger number) to influence the 

direction of the discussion and the views of other 

users by wishing to. 

One of the known cases was September 11, 2014, 

where a large number of accounts on networks like 

Twitter or YouTube reported a blast at a chemical 

plant in Lousian. This report was artificially created 

for the direct manipulation of people's opinions. 

Beginning was a hoax about an explode spread 

through SMS by picking individuals and gradually 

using social networks. Although the report was 

shortly demoted to company executives, it did not get 

to the same number of people, creating a hostile mood 

against this producer. 

The same approach also uses groups of people to 

turn the opinion of people who are discussing 

opinion-forming articles on their side. This is the 

direction of the discussion based on apparently 

greater number of contributions on the topic. At the 

time of easy access to e-mail address creation and 

various other sign-on methods, it is not difficult for 

an individual to create dozens of hundreds of different 

profiles. The ultimate goal is to create an impression 
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of the majority of the discussion and to suppress the 

plurality of screens. 

3 Dataset 

The dataset was in JSON format with the following 

structure shown in the picture paper (see Figure 1). 

However, not every record has provided all the data, 

so some may have some variables outage. However, 

it does not have a significant impact on our 

experiment. 

 

 

Figure 1. JSON dataset format. 

The dataset was split into fake news and real news 

and each section had 75 records. As a result, 150 

records were available. 

When examining a dataset, we compared the 

amount of characters in each type of post. However, 

we did not find any significant difference in their 

length indicating the possibility of such a 

differentiation. 

4 Analysis of specific features for fake 

news  

Our first concept was that on average we can 

recognize real news from fake news using the amount 

of characters used in each text status. By comparison, 

however, we found that the average number of 

characters in fake news is 2271,417 and in real news 

it is 3880,042 characters. On a more detailed 

assessment of the breakdown of the individual points 

associated with individual records, we have come to 

the conclusion that there is no number of characters 

in which we could assume with certain validity that 

the text message will be fake or real. This fact is 

evidenced by the accompanying graph (see Chart 1). 

 

Chart 1. Sample output of a fractal tree drawing 

algorithm. 

 

Our second concept was that according to the number 

of expressions in the textual contribution it is possible 

to judge with certainty whether it is a false message. 

Based on these beliefs, dictionaries of the most 

commonly used emotionally coloured words have 

been created. The dictionary I use in my work is 

created by the authors of the most frequently used 

meanings of each word. I created a 10 subcategory of 

the meaning of emotionally coloured words. From the 

most negative to the most positive. However, the final 

identification of emotionally coloured words 

consisted only of a positive or negative emotion 

evaluation. 

The experiment with our dataset we had available 

was programmed in the Python programming 

environment. We analyse 150 texts annotated by 

dataset authors on real news and fake news. We also 

used this information for cross-validation to check the 

correct report. Upon completion of validation, we 

realized that in our case of political news it is not 

entirely correct to use the method of searching for 

emotionally coloured words. As the information is 

generally distorted in this way of identification. 

Ruthlessly because of citing the authors of most 

contributions from official media. 

The results of our experiment show that when 

determining whether the message fake news has 

reached a success rate of 76.32% and a real news 

identification of 68.00%. 

However, we realized that it is much better to 

divide into much more categories. These more 

correspond to the individual's feelings. 

Unfortunately, we have not noticed these 

intermediate results and therefore we will have to 

come back to the experiment in the future. 
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5 Conclusion and work to future 

Obligation that this analysis will be further reviewed 

with more individual moods. However, good results 

are seen. 

After analysing the work in the area of our 

interest, we will deeper into the various datasets that 

we have already prepared for testing. We will add 

other methods of investigating and recognizing fake 

news. However, the method of examining 

emotionally coloured words is still to be explored, 

since the writing style of the author of the work is 

quite characteristic. From other methods, the most 

promising User Model method appears to us based on 

various parameters. 

A user model that could identify suspicious 

messages not just offline. This method provides 

important information about authors for different 

types of metadata. This tool is mentioned in his 

article. 
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Abstract. Phases of forward-propagation and back-
propagation in training of neural networks are pro-
cessed by synchronous approach. All these phases
consist of sequential computation steps of forward
transformation and backward propagation of the error
gradient. It causes all layers to be dependent on the
neighboring layers. We show a method, how to re-
move the phase of backpropagation from the training
process. This idea is based on the synthetic gradient
which is an approximated version of the real gradi-
ent and is provided by modules of synthetic gradient.
This method replaces the sequential approach of the
training process by an parallel approach. Based on
performed experiments, synthetic gradient increase a
speed of training process of residual networks and
it reaches as similary results as an original method,
backpropagation. We implemented this method in a
residual neural network in the DeepCYTOF algorithm
which is trained for classification of cytometric data.

1 Introduction
The training process in ordinary neural networks con-
sists of the forward-propagation and backpropagation
phases. In forward-propagation, input data is propa-
gated through the layers along the whole neural net-
work. Each layer performs some transformation of re-
ceived data and sends it to the following layer. When
data reaches the output of the neural network, the er-
ror value is calculated (basically as difference of out-
put of neural network and expected value). Forward-
propagation ends by quantifying the error value [2].

After forward-propagation follows backpropaga-
tion. During backpropagation, the error value prop-
agates backward through the whole network from
the output to the input. Each layer uses the propa-
gated error for updating its parameters (as known as
weights) [2, 4]. A layer which obtains an error value
calculates the gradient ∂L

∂hi
where L is an error value

and hi are transformed data of layer i [2].
Each layer which updated its parameters is going

to propagate a gradient to the previous layer, which
uses it for calculating its own gradient. The backprop-
agation algorithm does not allow to update a layer’s
parameters parallel with the updating parameters of
the other layers [4]. Each layer which is ready to
update its parameters must wait for the gradient prop-
agated from the following layer and it means that each
layer is dependent on the neighboring layers. Based
on this limitation, a neural network is able to train just
by synchronous approach, layer by layer [1, 4].

The synchronous approach of training neural net-
works causes three types of network lockings to occur
during the training process [1, 4]:
1. Forward locking - no module can process its in-

coming data before the previous nodes in the di-
rected forward graph have executed.

2. Update Locking - no module can be updated be-
fore all dependent modules have executed in for-
wards mode.

3. Backwards Locking - no module can be updated
before all dependent modules have executed in
both forwards mode and backwards mode.

In this paper we show a method called Decoupled
neural interface, which removes Update locking and
Backwards locking from the training process of neural
networks. Decoupled neural interface (DNI) is used
as provider of a synthetic gradient and allows to up-
date a layer’s parameters in parallel. We implemented
DNI to a residual network (ResNet) which is trained
for the blood cells calibration. Given Resnet is one of
the components of the DeepCyTOF algorithm. Cali-
brated blood cells are subsequently classified to dis-
crete groups which allows to predict a wide spectrum
of diseases.
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Supervisor: Tomáš Jarábek, Institute of Informatics, Information Systems and Software Engineering, Faculty of Informatics
and Information Technologies STU in Bratislava

IIT.SRC 2019, Bratislava, April 17, 2019, pp. 21–24.



22 Machine Learning and Optimization

2 Decoupled neural interface and synthetic
gradient

As we introduced above, common backpropagation
of error value limits neural network on synchronous
approach. Each layer, which transformed input data
is ready to update its parameters but it must wait for
gradients propagated from following layer. Based on
this fact, all layers are trained sequentially (as shown
on Fig. 1 a).

Figure 1. (a) A section of a vanilla feed-forward
neural network FN

1 . (b) Incorporating one synthetic
gradient model for the output of layer i. This results

in two sub-networks F i
1 and FN

i+1 which can be
updated independently. (c) Incorporating multiple

synthetic gradient models after every layer results in
N independently [1, 4].

Decoupled neural interface presents an interface for
communication with the module of synthetic gradi-
ent. Module of synthetic gradient is a plain neural
network with the one dense layer which is trained for
asymptotic approximation of real gradient. Gener-
ally, the module of synthetic gradient predicts a real
gradient backpropagated from the output of neural
network [1, 4].

The module of synthetic gradient receives the
transformed data of accompanied layer (output of ac-
companied layer). As shown on Fig. 1 b, layer fi
sends transformed data to layer fi+1 and so on to
the module of synthetic gradient Mi+1. Module of
synthetic gradient Mi+1 receives transformed data of
layer fi and uses it for predicting a gradient. The
predicted gradient is sent back to layer fi which shall
update its parameters immediately [4].

Since layer fi is able to update its parameters im-
mediately without the need of additional informations
from other layers, it breaks a dependence on gradi-
ent propagated from layer fi+1. Each layer which
directly communicates with the module of synthetic
gradient is not dependent on the other layers in phase
of backpropagation anymore (as shown on Fig. 1 c).
Each layer which is ready to update its parameters,
doesn’t have to wait for the gradient backpropagated

from following layer because it can updates its layers
using the synthetic gradient provided by accompanied
modules of synthetic gradient. It completely removes
Update locking and Backward locking from the neural
network training process [4].

2.1 Training of modules of synthetic gradient
As we introduced above, modules of synthetic gradi-
ent are plain neural networks trained for asymptotic
approximation of the real gradient. Performance of
modules of synthetic gradient is increased by training
the model of synthetic gradient. As shown on Fig 2,
the module of synthetic gradient MB receives a gra-
dient by layer fB . That is the same gradient as which
was used for updating parameters of layer fB . Module
of synthetic gradientMB considers the obtained gradi-
ent δA as ground-truth gradient and updates its param-
eter in order to minimize the L2 distance ||δA − δ̂A||,
where δA is real gradient propagated by layer fB and
δ̂A is synthetic gradient used for updating parameters
of layer fA [1,4]. The feedback modelMB can also be
conditioned on any privileged information or context,
c, available during training such as a label [4].

Figure 2. General communication protocol between
fA and fB [4].

The key idea of DNI is to approximate the gradient
of the error ∂L

∂hi
, using the synthetic gradient δ̂i as

δ̂i ≈ ∂L
∂hi

, where L is the prediction error and hi is
the output of layer i (data transformed by layer i).
Synthetic gradient is the output of activation function
δ̂i = δ̂(hi, φi), whereφi are parameters of the module
of synthetic gradient i [4].

As we mentioned, the synthetic gradient must be
trained to approximate the true gradient. For updat-
ing the parameters of the module of synthetic gradient
i, we use the synthetic gradient provided by module
of synthetic gradient i + 1, δ̂i+1. We ”unroll” our
synthetic gradient just one step,

δ̂i ≈ ∂L

∂hi
=

∂L

∂hi+1

∂hi+1

∂hi
≈ δ̂i+1

∂hi+1

∂hi
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Unrolled synthetic gradient zi = δ̂i+1
∂hi+1

∂hi
is con-

sidered as constant training target for the synthetic
gradient δ̂i [4].

We update parameters φi of module of synthetic
gradient i so as to minimize the mean-squared error
of these one-step unrolled training targets zi. For up-
dating parameters φi stochastic gradient descent [2] is
used [4].

3 Residual network
Very deep neural networks have a problem called van-
ishing gradient [3]. A way to solve the problem of
vanishing gradient is by replacing the original non-
linear layers [2] by residual blocks. A residual block
consists of a few nonlinear layers (as known as stacked
layers) and a identity shortcut. The identity shortcut
is a specific interface which provides identity map-
ping, received on the input of the residual block, to
the output of the residual block (as shown on Fig. 3)

Figure 3. An illustration of a residual block. [3].

As introduced [3, 7], it is easier to optimize the resid-
ual mapping than to optimize the original, unrefer-
enced mapping. Even thought the identity short-
cut, a residual network can still be trained end-to-
end by stochastic gradient descent with backpropaga-
tion [3]. [4] introduced, there is nothing to restrict the
use of DNI for arbitrary network graph. We think,
an implementation of DNI to residual network should
not cause a significant degradation of network perfor-
mace. Deeper functionality of residual networks are
explained in [3, 7].

4 DeepCyTOF algorithm
DeepCyTOF algorithm is a algorithm designed for cy-
tometric analysis. Output of DeepCyTOF algorithm
are gated blood samples. In cytometry science, gating
represents a classification of blood cells to discrete
groups. It helps to know and understand different
human diseases, predict occurrence of disease and di-
agnose a disease in early stage [5, 6].

The DeepCyTOF algorithm consist of three sepa-
rate neural networks. First neural network is denois-
ing autoencoder (DAE). DAE is the neural network
trained for replacing zero values for real non-zero val-

ues. This process is called denoising. Denoised data
follows to MMD-ResNet. MMD-ResNet is specific
residual network trained for calibration input sam-
ples to a reference target sample. This residual net-
work uses maximum mean discrepancy (MMD) as
loss function [2]. Training of MMD-ResNet leads
to decreasing of gap between two distribitions. De-
noised and calibrated data are finally gated using feed-
forward neural network [2]. Deeper functionality of
DeepCyTOF algorithm is explaned in [6].

5 Experiment and results
As we introduce DeepCyTOF algorithm which is con-
structed by three neural networks. Subject of our re-
search is observation of influence of synthetic gradient
on the accuracy of residual network.

We implemented DNI to MMD-ResNet which is
trained for calibration of input samples. We used DNI
as provider of synthetic gradient for each layer (ex-
cept of input and output layers). Each stacked layer
of MMD-ResNet includes a batch normalization and
ReLU non-linear activation function [2, 8]. Residual
blocks consist of two stacked layers. Input stacked
layer of residual block has weight matrix of size 25×8
and output stacked layer has weight matrix of size
8 × 25. Each layer updates its parameter using RMS
Prop optimizer [2]. Mini-batch size for the MMD-
ResNet is 1000. In the MMD-ResNet, a penalty of
10−2 on the l2 norm of the network weights is added
to the loss for regularisation. We used the same data
as [6] which was available on its GitHub repository.

The kernel used for MMD-ResNet is a sum of
three Gaussian kernels

k(x, y) =

3∑

i=1

exp

(
− ||x− y||

2

σi

)

we set the σi ∈ {m2 ,m, 2m}, where m is the median
of the average distance between a point in the target
sample to its 20 nearest neighbours.

First runs give a promising results. We observed
a progress of MMD between calibrated source sam-
ple and reference target sample. First results indi-
cated almost double increase of time spent for train-
ing MMD-ResNet with using an original backpropa-
gation against a MMD-ResNet trained using synthetic
gradient. This measurement was performed on 400
iterations.

As shown on Fig. 4, during the training of the
MMD-ResNet, the MMD between source sample and
target sample is decreasing. Decreasing the MMD
means, that the distributions of values in source sam-
ple is getting similar to distribution of values in target
sample, but not equal. Based on this experiment, we
can say, that implementation of synthetic gradient in
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residual network do not have a significantly negative
influence to performance of given residual network.
As we expected, MMD of ResNet trained by synthet-
ical gradient decresed slowly but in last iterations, it
reached the MMD of ResNet trained by original back-
propagation.

Figure 4. Progress of decreasing of MMD between
source sample and target sample. On the plot above
we can see, that ResNet trained by backpropagation
stops learning after a hundred iterations of learning.
ResNet trained by synthetic gradient is able to reach

a similar results after another hundred iterations.
Afterwards, both of them begin to overfit.

MMD metrics of evaluation of ResNet is based on
stochastical approach. A MMD value is computed
between a random batch from source sample and ran-
dom batch from target sample. Size of these batches is
1000. Stochastic selection of batch from target sam-
ple caused a variability of error value (MMD). With
respect to this fact, we smoothed a MMD progress line
in plot.

Table 1. Table displays a basic comparison of MMD
ResNet trained by synthetic gradient and original

backpropagation. All values are measured for
models to reach an optimal value of MMD, 2.419.
Iterations shows a number of iterations needed for

a reaching an optimal values. T ime row shows a
time needed for a reaching an optimal value of
MMD. F1score presents a F1 score of final

classifications of data calibrated by MMD-ResNet.

MMD = 2.419 Backprop. Synth. grad.
Iterations 150 240

Time 107s 90s
F1 score 81.71 76.29

As shown in table 1, MMD-ResNet trained by
synthetic gradient reachs a bit lower F1 score in final

classification of calibrated data. Difference is promi-
nent, but it can be resolved by upgrading an imple-
mentation of modules of synthetic gradient. Training
of MMD-ResNet by backpropagation spent more time
for reaching an optimal value of MMD. With respect
to this fact, we believe, that synthetic gradient has
significantly better time results in models, which re-
quires more iterations of learning for reaching a better
performance.

6 Conclusion
We mentioned above, that output layer of our MMD-
ResNet does not have a accompanied module of syn-
thetic gradient. This is not needed because the output
layer receives ground-truth gradient calculated on the
real error value of MMD function.

We used residual network for implementation of
synthetic gradient because of its depth. Deeper net-
works which use synthetic gradients in the training
process, usually reach a higher performance than the
shallower networks [4]. From that point of view, resid-
ual networks are a great choice for observing the in-
fluence of synthetic gradients, because we can better
understand, how the neural network behaves by us-
ing synthetic gradient to update its layer parameters.
For the evaluation of MMD-ResNet, we used the F1
score statistical test. F1 score was applied on the
final classification of data, which was calibrated by
MMD-ResNet trained by synthetic gradient.

Another reason, why we used residual networks
for this experiment is, that we haven’t noticed any doc-
umented experiment where a residual network with
implemented DNI is used.
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Abstract.The problem of converting spoken word into
text exists in many languages. There are several solu-
tions in popular languages like English and therefore
we have focused on a less known Slovak language.
Speech recognition can be used in multiple fields such
as automated identification, automated transcription,
education or everyday life. Our goal is to develop ar-
tificial neural network that can convert spoken words
into a text. For this purpose, we decided to use and
modify the existing WaveNet model, whose archi-
tecture is based on the use of dilated convolutions.
Although WaveNet operates with raw waveform, we
experimented with both raw waveform and Mel fre-
quency cepstral coefficients (MFCCs). Best achieved
word error rate (WER) is 54.62% by using MFCCs.

1 Introduction
The problem of speech recognition is difficult and
involves a lot of sub-problems such as dealing with
noise in the environment, different speakers with var-
ious accents, low resource languages, a cocktail party
effect and more. In our paper we address the solu-
tion of a speech recognition task for Slovak language
in which we identified only one publicly available
speech corpus [12] and which is also more difficult
for people to acquire. According to our knowledge,
the solution using neural networks does not exist for
Slovak language, even though a research is actively
going on [6].

Log mel features and MFCCs belong to the most
common representations of speech which are still used
today. These features are hand-engineered from raw
waveform. Solutions, which use this type of features,
achieve a very high success rate. Although nowadays,
the use of raw waveform and automated extraction of
features is becoming more and more popular thanks

to deep learning and Convolutional neural networks
(CNN). This approach also achieves remarkable re-
sults. Advantages of classic hand-engineered features
are that they will surely provide useful information.
On the other hand, they can also throw away a lot of
useful information from raw waveform. Raw wave-
form contains all the necessary information and there-
fore deep neural network can extract all features. The
disadvantage can be longer training time, because a
feature extraction can be tedious.

The use of Long short-term memory recurrent neu-
ral networks (LSTMs) is intuitive and it achieves ex-
cellent results. Drawback of LSTMs is their high com-
putational complexity during training when enlarging
the context and therefore impossibility of using raw
waveform as an input. WaveNet [4] shows that CNNs
are able to model sequences such as speech and what
is more, they are able to extract features from raw
waveform. Dilated convolutions proved that they can
fully replace LSTMs and that they are even less com-
putationally complex than LSTMs, which is a huge
advantage that allows to use a larger context and raw
waveform as an input.

As CNNs have proved to be successful in a speech
recognition task [4, 9, 11, 13], we decided to use an
architecture based on them. In our paper we modi-
fied a WaveNet [4] model from a generative model
to a discriminative model. We also used Connec-
tionist temporal classification (CTC) [1] loss function
instead of two original loss terms. The experiments
were performed with MFCCs and raw waveform as
an inputs.

2 Related work
There are many solutions to the problem of the speech
recognition in the English language. We focus on a
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few, which affected our paper the most and we also
analyze papers in the Slovak language.
Speech recognition using RNN
In 2013 deep Bidirectional LSTM (BLSTM) was used
for the first time for speech recognition [2]. Accord-
ing to the authors, the addition of layers has caused a
dramatic improvement over the single layer LSTM.
Achieved phoneme error rate (PER) is 17,7% on
TIMIT speech corpus, which were state-of-the-art re-
sults. Mel-spectrogram was used as an input and
CTC [1] was used for alignment of acoustic frame
labels and also as loss function.
Speech recognition using CNN
CNNs have several uses in a speech recognition task.
CNNs can be used to reduce speech spectral varia-
tion [10] and to model correlation in a speech spec-
trum [9] and thus obtaining a better representation
of speech. CNNs can also replace hand-engineered
features created by filter banks [11] or even replace
LSTM layers [4].

In 2017, the authors [13] reported CNN architec-
ture (denoted as RCNN-CTC), which contains resid-
ual connections and uses CTC [1] loss function. The
system also uses a language model and mel filter banks
based features. The authors [13] emphasize that they
used more than 40 hidden layers thanks to residual
connections. The lowest achieved WER was 5.35%
on Wall Street Journal speech corpus. On larger Ten-
cent Chat speech corpus lowest WER was 14.26%.
WaveNet
WaveNet [4] is based on deep CNN and can gener-
ate sound waves. It achieves state-of-the-art results
when it is used for text-to-speech (TTS) tasks. In
addition to speech, WaveNet can also generate mu-
sic and recognize speech. WaveNet demonstrates that
dilated convolutions can expand receptive field more
efficiently than LSTMs. WaveNet was tested for a
speech recognition on TIMIT speech corpus and it
achieved PER 18.8%. As we were inspired by this
model, we described its architecture in Section 3.2.
Slovak language
In 2018, a deployment of the system in which a deep
learning is expected has begun. The paper [6] deals
with a speech recognition in Slovak, English and Man-
darin languages, it is case of a multilingual speech
recognition system. Unfortunately, at the time of
writing this paper, the system has not yet been fin-
ished and it uses an open source system Kaldi which
is based on GMM-HMM. To train a part of the Slo-
vak language TUKE-BNews-SK [7] and TEDxSK &
JumpSK [12] speech corpora were used. The best
achieved WER was 16.89% using 3-gram language
model. The authors plan to try an approach using
DeepSpeech model.

3 Method of solution
Our method is based on CNNs and modified WaveNet
model [4] to convert speech to text instead of gener-
ating sound. We used two forms of representation of
an input sound signal, specifically MFCCs and raw
waveform. We also utilized CTC [1] loss function
to deal with the labelling of unsegmented sequential
data.

3.1 Input representation
In our experiments we separately used MFCCs and
raw waveform as inputs. Both ways of an input rep-
resentation have pros and cons.

MFCCs are hand-engineered features from
speech, which are often used and achieve very good
results. It is obvious that these features hide relevant
information. On the other hand, a lot of relevant in-
formation may be discarded during processing as well
as several parameters must be suitably set to create
MFCCs. To create MFCCs we used 25ms window
and 10ms shift [5] (60% overlap), as a window func-
tion we used the Hamming window function and we
utilized 26 coefficients.

The use of raw waveform has recently expanded
because of rise of CNNs and deep learning. This is
mainly because deep CNNs can extract very useful
features from given input. Also, the use of raw wave-
form erases the setting of parameters that exists when
creating MFCCs.

The way we used raw waveform in our paper dif-
fers from the original method used in WaveNet [4].
Original method uses raw waveform, which is not
framed into smaller windows with some shifting. Un-
fortunately, we could not use this method because we
were unable to obtain the Slovak speech corpus where
labels have lower level than sentence level and the use
of sound samples for whole sentences was impracti-
cable due to GPU memory capacity (we used GTX
1080Ti with 11 GB of memory). For this reason, we
framed raw waveform using 25ms window and 10ms
shift, although this is not a common use.

3.2 Architecture
We were inspired by WaveNet [4] model, which is
based on dilated causal convolutions, gated activation
units, residual and skip connections. We modified
this model due to different input representation (fig.
1). Thanks to this architecture we did not have to use
LSTMs, which are computationally more complex.

Dilated convolutions (à trous) can more effec-
tively use large context than ordinary convolutions.
Receptive field increases linearly with each added
layer in ordinary convolutions, if we assume that filter
size does not change. By using dilated convolutions,
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dilation can be exponentially increased in each added
layer, which results in exponentially increasing of the
receptive field [4]. Since filter size is the same in
each layer, the number of parameters increases only
linearly [14].

Figure 1. The architecture of model. We used
MFCCs or framed raw waveform as separate inputs.

The figure is taken from [4] and modified.

Other important elements in architecture are gated ac-
tivation units, residual and skip connections. The au-
thors [4] report, that non-linearity caused by gated ac-
tivation units works significantly better than by ReLU
and that residual and skip connections help to speed
up the convergence and allow to train much deeper
models. Because of the different input representa-
tion, we modified some parts of the model for our use.
Firstly, as we used framed sound signal with 25ms
window and 10ms shift, we could use smaller stack
of dilated convolutions, because our one time step is
25ms instead of (1/sample rate ∗ 1000)ms. Sec-
ondly, we used only one CTC [1] loss function instead
of two original loss terms. Thirdly, we did not use
mean pooling layer after the stack of dilated convo-
lutions again because of the framed input. Fourthly,
we added several convolution layers after a stack of
dilated convolutions.

3.3 Speech corpus
We identified several speech corpora [3, 7, 8, 12], but
only [12] is publicly available. We used TEDxSK &
JumpSK [12] speech corpus which contains about 46
hours of automatically and about 12 hours of manually
transcribed talks and lectures. Automatically tran-
scribed part is not flawless and WER of labels is about
14%. Created training set contains about 40 000 train-
ing examples. This speech corpus is also not properly
balanced, although it contains 227 unique speakers so
approximately only 30% are female speakers [12].

3.4 Speech augmentation
We tried adding two methods of speech augmenta-
tion because of the lack of data and for generalization
improvement. The first method is called Speed per-
turbation and consists of a random change of speed

of speech from 80% to 120%. The second method
is a simple addition of white noise (to each training
sample was added different white noise). Using aug-
mentation, we have doubled the training set.

3.5 Experiments
Experiments were performed on TEDxSK & JumpSK
[12] speech corpus using both MFCCs and raw wave-
form separately. We split a speech corpus into a train-
ing, validation and test set at ratio 90:5:5. This divi-
sion is not ideal, but a speech corpus is quite small
and even in such division we suffered from the lack
of data.

The model has quite a lot of parameters which
have to be set appropriately and optimized to achieve
better results. Increasing the number of output chan-
nels improved results as well as the use of three stacks
of dilated convolutions with dilations 1, 2, 4, 8, 16
(receptive field is ∼0.965s), which slightly improved
results compared to two stacks. Another significant
improvement was the addition of convolution layers
after the stack of dilated convolutions (fig. 1). We set
a kernel size of dilated convolutions to 2 as in original
WaveNet [4] model.

The lack of data was manifested by overfitting
and inability to improve on the validation set. We
identified overfitting when a validation loss increased
and training decreased. At that time, WER and CER
stopped to decrease and sometimes also started to in-
crease. At this point we stopped training. To prevent
overfitting, we added a batch normalization and L2
regularization. We have experimented with optimiza-
tion of L2 regularization, but the best results were
achieved without it. We have also tried speech aug-
mentation (see Section 3.4), that also improved results
and decreased tendency to overfitting.

4 Evaluation
To evaluate our results, we used a WER and character
error rate (CER). The results are shown in Table 1.
As we can see, models with more channels were able
to get better results, although they were more prone to
overfitting. The experiments have shown that it was
easier for the model to learn something from MFCCs
than from raw waveform. Although the results of the
smaller models that used MFCCs or raw waveform
were comparable, the enlargement of the model did
not improve results when raw waveform was used.
We do not understand this phenomenon and have not
had enough time to find out why it happened.

Our best achieved results are 54.62% WER
by using MFCCs on an augmented speech corpus.
Achieved results are not very good. Unfortunately, to
our knowledge, there is no solution which uses only
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Table 1. Results of experiments. # denoted number of channels (r - residual, s - skip, d - dilation). * denotes
augmented dataset. CAD denotes convolutions after dilated convolutions (number of layers x

kernel size).

input dilations #r #s #d CAD epochs CER WER
MFCCs (1, 2, 4, 8, 16) ∗ 2 26 26 26 - 300 36.22% 90.99%
MFCCs (1, 2, 4, 8, 16) ∗ 2 64 64 64 - 200 30.41% 85.03%
MFCCs (1, 2, 4, 8, 16) ∗ 2 128 128 128 - 60 27.43% 79.86%
MFCCs* (1, 2, 4, 8, 16) ∗ 2 128 128 128 - 38 25.81% 76.59%
MFCCs* (1, 2, 4, 8, 16) ∗ 2 256 256 256 5x7 23 20.79% 66.75%
MFCCs* (1, 2, 4, 8, 16) ∗ 3 256 256 256 5x7 25 20.16% 65.17%
MFCCs* (1, 2, 4, 8, 16) ∗ 3 256 256 256 10x7 53 22.16% 67.07%
MFCCs* (1,2,4,8,16) ∗ 3 256 256 256 5x21 13 17.33% 54.62%
MFCCs (1, 2, 4, 8, 16) ∗ 3 256 256 256 5x21 7 17.58% 56.47%

raw (1, 2, 4, 8, 16) ∗ 2 128 128 128 - 85 33.74% 85.85%
raw (1, 2, 4, 8, 16) ∗ 3 256 256 256 5x21 10 37.02% 85.39%

TEDxSK & JumpSK [12] speech corpus. Although
the authors [6] used TEDxSK & JumpSK [12] they
also used TUKE-BNews-SK [7]. Their best results
are 16.89% WER. However, it should be noted that
TUKE-BNews-SK [7] speech corpus is significantly
larger and authors also used a language model.

By gradual optimization of model parameters and
by data augmentation we were able to get even bet-
ter results. We assume that the biggest problem is
the lack of data. Around 40 000 training examples
are still not enough for the speech recognition task as
other papers in the English language use about 5 times
more training samples.

5 Conclusion
In this paper, we presented a speech recognition in the
Slovak language using the modified WaveNet model
based on dilated convolutions, gated activation units,
residual and skip connections. As an input we sep-
arately used MFCCs and framed raw waveform. To
provide alignment of acoustic frame labels and as loss
function we used CTC. In order to achieve better re-
sults and for future work we would like to get another
Slovak speech corpus and add other speech augmenta-
tion methods to prevent overfitting and improve gener-
alization. We would also like to add a language model
to avoid typos in transcripts and improve WER.
Acknowledgement. This work was supported by
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1 Introduction
Conventional relational databases store data in row
based format. However, in data analytics, it is neces-
sary to quickly retrieve individual columns. Columnar
databases significantly reduce disk input and output re-
quirements as well as the amount of data that needs to
be loaded. Column-oriented databases have very good
horizontal scaling, enabling use of low-cost hardware
to increase throughput. For this reason, this type of
database is ideal for our goal - big data processing.

Since 2007, when NVIDIA launched the CUDA
Toolkit, using graphics cards for high performance and
scientific computing has become increasingly popular.
Graphics cards enable highly parallelised processing
of data, which can be useful in many areas. One such
area is graphics processing unit (hereafter GPU) accel-
erated databases. The first open source GPU database
and SQL engine was launched by OmniSci in 2017.
We are creating GPU-accelerated columnar database
that will be suitable for large data analysis. As a refer-
ence, we chose OmniSci’s popular columnar database
- MapD. On large datasets, we want to achieve shorter
query execution time than MapD. To see if our solution
is also faster than traditional row-oriented databases,
we compared our solution with Microsoft SQL (here-
after MSSQL) database with indexes. This project
was developed in cooperation with the company In-
starea s.r.o. 1.

2 Proposed solution
We have implemented an in-memory columnar
database, accelerated using general-purpose comput-
ing on graphics processing units (hereafter GPGPU).

The solution uses latest technology, which has made it
possible to significantly speed up most of its compo-
nents. The database is programmed in C++17, using
the CUDA programming framework, version 10 for
GPGPU acceleration. To accelerate transfers of data
between system memory and GPU memory, data in
system memory is compressed and only decompressed
after it is transferred to the GPU. In order to minimize
the number transfers of data between system memory
and GPU memory, temporary results need for query
evaluation are only stored on the GPU. Only input
data and final query results are copied between system
memory and GPU memory. Input data is cached on the
GPU, using Least Recently Used caching algorithm, to
further minimize number of transfers. CUDA primar-
ily supports NVIDIA graphics cards, however wrap-
pers are available for AMD GPUs. The solution sup-
ports both Windows and Unix-based operating sys-
tems. Web user interface built on the Angular web
application framework is also provided. The user
can visualise results of their queries using a variety
of different graphs. We support most common SQL
commands excluding “JOIN”. In addition to common
numeric and date time data types, we also support
Polygon and Point types for geographic queries.

3 Architecture
The solution is divided into three main parts, each of
them consisting of several components. “Database”
part is show in figure 1. This part represents our
columnar database. “Application server” serves as a
backend for the web user interface. It also includes
auxiliary SQL database for storing the configuration
of the interface. The application server communi-
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cates wit the “Database” using custom protocol en-
capsulated in TCP. It also communicates with “User
Interface” via REST calls.

Figure 1. Architecture of the proposed solution.

The “Database” part consists of six components.
“Data Persistence” is used to read and write data
from/to disk.

The “Networking” part communicates with the
application server. It uses TCP network protocol and
Google Protocol Buffers for message serialization.

The “Parser” part processes queries into exe-
cutable format using Antlr4 parser. The executable
format has two parts: a list of function pointers and
arguments, stored separately using custom memory
stream.

After parsing is finished, “Dispatcher” executes
functions from the function pointer list. These func-
tions take care of the query execution steps, from load-
ing, through filtering and arithmetic operations, to re-
turning the final result. The currently executing func-
tion retrieves appropriate amount of arguments from
the memory stream. Another responsibility of “Dis-
patcher” is to store query execution state which con-
sist primary of currently allocated pointers to loaded
columns of data or temporary results in GPU memory.
For the sake of efficiency, we prevent re-evaluation
of the same expression during query execution on a
single block of data, by checking a list of known ex-
pression results.

The “Controller” part controls the individual in-
stances of the “Dispatcher” component - each video
card has its own instance.

The “GPU Engine” part consists of CUDA ker-
nels and support functions called from the “Dis-
patcher”. The tasks of “GPU Engine” is to filter by
“WHERE” condition, calculate arithmetic operations
with columns data and performs aggregation func-
tions. An important role is also collection of keys
and aggregate values of the “GROUP BY” function
inspired by [2]. During this process, atomic func-
tions are used to simplify these parallel computations.

Since we support many different data types and oper-
ations, we use C++ templates and functors throughout
the whole code of this part. Both templates and func-
tors reduce the amount of code and therefore simplify
code maintenance. We also support polygon union,
intersect, subtraction implemented using [1].

The “Application Server” part creates REST end-
points to expose selected database operations (query
execution and CSV file import) via HTTP requests. It
has auxiliary SQL database for configuration storage.

The “User Interface” part is the web front-end
with which the user interacts. It enables user to ex-
ecute custom queries and visualise the results using
various graphs.

4 Results
We compared our solution with the row-based
MSSQL database and column-oriented GPU accel-
erated MapD. The hardware and software on which
the two databases were tested are shown in the table
1.

Table 1. Hardware and software of the computer on
which databases were tested.

OS Windows 10 Pro x64
CPU AMD Ryzen Threadripper 2950X

16-Core Processor 3.50 GHz
GPUs 2x NVIDIA GeForce GTX 1080 Ti
RAM 128 GB DDR4 3000 MHz

Table 2 shows the results of a comparison of MSSQL,
MapD and our solution which is named DropDBase.
The executed query had where and group by clauses
and the dataset had 1 billion rows of data.

Table 2. First and second query execution times.

MSSQL MapD DropDBase
1st [ms] 12885 50128 545
2nd [ms] 300 47 59

The first query execution time was much longer be-
cause of cold cache. The second query used the cached
data from the first query to speed up execution.
Acknowledgement. This work was supported by
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istry of Education, Science, Research and Sport of the
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1 Introduction 

Nowadays, several wearable devices are used to 

measure and record data such as heart rate, step count 

or burned calories. Most of these devices are utilized 

by active people. They can track the progress of their 

training or the results over a certain period. 

At the doctor we could see several devices which 

are used to determine whether we are healthy or there 

are some problems. Over time, these devices have 

shrunk to such an extent that today they can be turned 

into watch size. 

People whose health is often aggravated by 

illness, injury or other influence should have access 

to information about their health as quickly as 

possible. If there is a serious situation, human need to 

know how to quickly get help. 

For example, there are many situations when 

older people stay at home because their relatives have 

to go to work. At that moment, the older people have 

to take care of themselves. If something happens to 

them, they must know how to get help [2]. 

As care for our relatives is highly important, we 

have focused on a development of a wearable device 

that is able to monitor basic physiological parameters 

of a person on regular basis. The device is intended 

mainly for older people and people with health 

problems. As these people need to keep in touch with 

their relatives, the device is equipped with SOS 

button which could be pressed in case of emergency. 

The device notifies relatives. This will simplify the 

call for help. 

The purpose of the device is to measure certain 

indicators and send their values to the health center 

periodically. These values are constantly being 

evaluated to avoid protentional threats or they can be 

used in case of emergency to call for help.  

 
*  Master’s degree study programme in field: Information Technology 

Supervisor: Vladimír Kunštár, Institute of Informatics, Institute of Computer Engineering and Applied Informatics, 

Faculty of Informatics and Information Technologies STU in Bratislava 

2 Our work 

In this paper we propose a watch-size device - 

Breyslet. It contains sensors for pulse, heart-rate, 

blood oxygen saturation, temperature measurement. 

There are also a gyroscope and an accelerometer that 

can be used for fall detection. The Breyslet is 

lightweight battery-constrained device, so we have 

put GSM and GPS to separate device called the 

Breysbox. To keep communication between 

Breysbox and Breyslet we use a Bluetooth module. 

Sigfox is used as primary data communication 

channel for Breyslet [1]. The role of Breysbox is to 

process data from Breyslet and send them via GSM 

network when there is no Sigfox network available. 

Sigfox is low power wide area network created 

for IoT devices. It operates at low frequencies 

(868MHz in Europe) making it easy to communicate 

over a long distance. The advantage of this 

technology is the low power consumption and a large 

coverage. It also has large community and lot of 

useful examples for developers. It is commonly used 

when large number of devices would like to send 

small data over long distances. These advantages 

make it appropriate for our scenario. 

The measured values are sent through the Sigfox 

network. The Breyslet also features the SOS button. 

It is used in critical situations when the person needs 

help. When button is pressed, the data are measured 

from the sensors and sent via the Sigfox network or 

via the GSM network, depending on availability. The 

relatives are then notified, and help can be called too.  

2.1 Functionality 

The system consists of two devices. One device is 

attached to the user's wrist – Breyslet (Figure 1). The 

second device is a box – Breysbox. 

The Breyslet is easy to use. Its user has to do no 

additional configuration. Configuration is done only 
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by relatives who registers Breyslet with 

corresponding ID. Since older people do not use 

smartphones, the device does not need to be paired 

with one.  

The Breyslet mobile application is primarily 

intended for close relatives who want to be informed 

about the condition of the person. They can view the 

measured user data. After SOS button has been 

pressed, the application automatically informs you 

that there may be emergency.  

 

 
Figure 1. Breyslet. 

2.2 Usage 

Breyslet is intended for older people and those with 

health problems. They should be supervised if 

something happens to them. This is often a 

challenging task. For such cases, Breyslet has great 

potential. It provides information of the Breyslet’s 

user to the relatives, so they can act according to it. 

The older people tend to be more confident when 

moving or working at home because they are 

supervised.  

2.3 Goal 

Our goal is to create a standalone device  

that monitors health and wellbeing. The Breyslet is 

able to send measured data through Sigfox network. 

This fact eliminates a need to be paired with a 

smartphone. Comparing to Apple Watch [3], Breyslet 

consumes less energy, so it can last longer. 

Another advantage is that Apple Watch has to be 

paired with iPhone using the latest iOS [3] which 

makes it also vendor-locked. There is also a cellular 

version of Apple Watch which allows user to call for 

help immediately using dedicated SIM card, but it is 

not available in Slovakia. 

Another concept focuses on improving proper 

breathing techniques during panic situation [4]. It 

does not try to solve emergency but provide a guide 

for user when stress situation occurs, and holder 

needs to calm down. 

3 Future work 

Next steps are to improve the device hardware and 

add additional sensors. Since development is still 

ahead, individual components of the device could be 

time-shifted, which would result in even smaller size 

of the device. The functionality will be extended, if 

there are new sensors like smoke detector, EKG, 

blood pressure sensor etc., or there are smaller or 

more accurate ones available on the market. 

4 Conclusion 

Health care has many options to integrate into the 

everyday routine of people, especially in the form of 

wearable devices. Breyslet is one of those options. It 

provides regular information about the health of the 

user, alerts the close ones of the fall and allows you 

to call assistance via the SOS button. As its 

development is only at the beginning, it has the 

potential for improvement in the future.   
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In the recent years, usage of renewable energy sources
has substantially increased. Many households have in-
stalled solar panels or other alternatives to supplement
the power received from energy providers. However,
wider adoption of renewable sources is still hampered
by the variability of the energy output of these sources
based on the time of day or weather. Currently, excess
energy produced by the consumer is often even penal-
ized by the energy provider, which further discourages
the renewable energy source adoption.

The move towards self-sustaining microgrids with
energy trading can solve these problems by direct-
ing the excess energy within communities and greatly
reducing the total power consumed from the energy
providers. Many different energy producers can oper-
ate within the microgrid system distributing the energy
to the endpoints. However, to design an effective dis-
tributed power system, a software to model, simulate
and monitor the microgrid is required.

1 GridBox
Our software, GridBox, developed in cooperation with
Sféra a. s., the industry leader in power grid informa-
tion systems, offers a user-friendly toolbox for cre-
ation and modification of graph models representing
microgrids and their integration with the simulation
and monitoring software. These functions allow the
users to easily modify the microgrid and test these
changes in simulated environments.

The main tenets of GridBox are modularity and
expandability. While the core of the project is the
intuitive drag-and-drop user interface for microgrid
modelling through web browser, it is not by far its
only functionality.

2 Model
Our browser-based application allows the user to eas-
ily create a microgrid by inserting microgrid elements
such as batteries, solar panels or households into topo-
logical (Figure 1) or topographical view (Figure 2) and
connecting them into a network. All created networks
are saved on the remote repository and allow simple
collaboration between colleagues.

The available microgrid element and connection
types are also stored in a remote repository and cus-
tom elements with specific behavior and graphics can
be added by users. These elements can each have a
defined set of attributes which can be modified from
within the GridBox modeling interface.

Figure 1. Schema modeling view.

Figure 2. Map modeling view.
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3 Simulate
The networks saved in the cloud can also be used for
running various simulations over the network struc-
ture. The system has a universal interface for request-
ing element networks along with other parameters by
simulation engines, which can execute in the cloud and
send the results back to the GridBox user interface for
visualization (see Figures 3 and 4). The simulation
results are sent back as events which can be aggre-
gated into charts for the whole simulation interval or
observed chronologically directly within the network
structure in the map or the schema view.

Figure 3. Simulation results view.

Figure 4. Simulation replay view.

4 Monitor
The other possible use of the GridBox software is the
real-time monitoring of current microgrid state. The
elements of the network model can be directly linked
to real-life power grid elements and show the current
state of the microgrid in the visual language matching
the simulation view.

5 Architecture
The modular architecture of GridBox is centered
around the browser-based user interface built in An-
gular with GoJS graph library for network modeling
and visualization.

The user interface is connected to the database
server for storing projects and microgrid element data
such as consumption time series and icons. Every-
thing is stored as JSON objects within a NoSQL Mon-
goDB database.

The simulation engines access the database server
to retrieve the data about network structure and ele-
ment types and then save the simulation results to the
server. From here, the user interface retrieves them
and visualizes the results.

6 Usage outside power industry
Even though GridBox was developed with the needs
of microgrid modeling in mind, its usage is not nec-
essarily limited to this area. Since the software is
modular, the microgrid specific elements and sim-
ulation engines can easily be swapped for different
endpoints adhering to the prescribed interfaces. This
means that GridBox could also be useful for users in
need of software for modeling and simulation of other
kinds of graph structures, e.g. telecommunication and
computer networks or logic and electric circuits.
Acknowledgement. This work was supported by
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According to the World Health Organization (WHO), 

there are about 36 million blind people among 1.3 

billion people having some form of visual impairment 

ranging from mild to severe [1]. This group of people, 

which forms a significant fraction of the world 

population, is often limited to visiting only the places 

they are well familiar with, for instance, their own 

home, workplace and other places they frequently go 

to. A personal aide is needed when going to a less 

familiar place, including many public buildings such 

as a library, a bureau, a hospital, a courthouse, and 

many others. Another challenge is the fact that to find 

one´s way around at these public places can be 

a difficult task even for sighted people and more for 

those visually impaired. This paper describes 

a product that aims to bring a solution to navigating 

in buildings for the disadvantaged.  

The presented product, Caneless, is an application 

for holographic glasses, more precisely, Microsoft 

HoloLens. Its core feature, navigation, can be easily 

used. A user puts glasses on and starts the application. 

After the start, a synthetic voice welcomes the user 

and gives them a choice of navigation. The user can 

browse through the 3D map of the building by having 

available all the names of rooms or sections they can 

visit in the building. When they choose their 

destination, the way is calculated and there are sound 

points placed along the path (see Figure 1). The user 

can just simply follow the sound and arrive at the 

given point at the building. The sound was chosen 

based on other published researches that explored 

navigation possibilities [2][3][4], taking into 

consideration some feedback from a blind 12-year-

old potential user that participated as an early tester 

of this product. Another important information gained 

from the tester was the fact that while walking, there 

might be some unexpected or temporary obstacles in 

the way; if users were warned about these they could 

safely follow the path and feel more confident.  

All Caneless’ communication with the user is 

generated by a synthetic voice, which introduces user 
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options and confirms the made choices. Users control 

the application by voice commands, which they are 

presented with when given the options, e.g., the 

synthetic voice announces the option of starting 

navigation and then presents the command by saying: 

“To start navigation, say 'navigate'!” 

In order to be able to use the navigation, a 3D map 

has to be created first. The public space of a building 

is mapped within the technician mode which can be 

entered right at the beginning after the application 

launches. The technician, a sighted person 

responsible for creating the map, needs to walk 

through all the parts of the building that are to be on 

the map and scan the space. They can mark different 

places that will be listed as possible destinations for 

navigation. These marks, referred to as landmarks, 

are visualized after their creation as objects in front of 

the operator. The technician can use voice commands 

or hand gestures to add or name points and control the 

application. Hand gestures can be used in the user 

mode as well. 

 

Figure 1 A model of sound navigation: the red figure 

is a user wearing HoloLens standing in a hallway 

and having a path generated in front of them. The 

black spheres represent sound points which user 

follows to the desired destination. 
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As aforementioned, there are two user roles: a regular 

user - supposedly a visually impaired person who 

needs navigation and a technician who administers 

3D maps.  

Caneless helps the regular user to: 

− Define their destination using voice command 

and/or choosing from the offered list 

− Start sound navigation 

A technician can: 

− Scan space and create a new 3D map 

− Add landmarks with names – to denote possible 

destinations, e.g., rooms, caffé points, toilets, 

etc. 

− Store scanned maps 

− Add, remove, edit 3D maps on the web portal 

The product itself consists of two main parts: a web 

portal, where users can access their 3D maps and edit 

them, and an application for holographic glasses, 

Microsoft HoloLens. These holographic glasses were 

used because of their suitable features, such as spatial 

sound, spatial mapping, and head-mounted cameras. 

The application for HoloLens devices is built in Unity 

with HoloLens toolkit using C# scripts, and the web 

portal is written in Angular using WebGL which 

encapsulates a unity application for work with 3D 

maps. The web application is also wrapped in a 

docker container. In order to provide map editing 

online, maps are stored at Azure blob storage. 

 

 

Figure 2 A top view of Caneless’ architecture and 

used technologies. The HoloLens application is 

deployed on a device and directly communicates 

with Azure blob storage. The web application, 

communicating with Azure, wrapped in a docker 

container, uses Angular framework and includes a 

unity application that allows working with maps. All 

communication with the storage is via  

RESTful APIs. 

Microsoft HoloLens brought plenty of usable features 

for this product as well as some challenges. One of 

the greatest challenges was that the head-mounted 

computer has very limited operating memory, and the 

navigation requires some calculations which are quite 

memory intensive, therefore the application had to be 

optimized to run on HoloLens. Another challenge 

was creating a 3D map in such a way that it can be 

stored and edited outside the device preserving the 

coordinates and all necessary metadata so that it 

corresponds with the reality. 

There is a big potential for further development 

and application improvement, for instance, features 

as object recognition or text reading could be a great 

asset. 

Caneless literally opens doors for visually 

impaired people to new, unexplored places. It offers 

confidence and independence when visiting such 

places, and thus mildens limitations they have to deal 

with every day. The main aim of this product is to 

create new opportunities by comfortable navigation 

for the blind and those with impaired vision.  
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1 Introduction
On-line shopping has become more popular than ever.
More and more people purchase items through e-
commerce sites, and the e-shops expand the variety
of products to attract more people. With the increas-
ing amount of products, it has become challenging to
retrieve only the relevant products for the customer.

Traditional text-based search engines might not be
sufficient enough to retrieve the most relevant prod-
ucts and therefore, the e-shops might lose a potential
customer. This is especially notable in the fashion
domain, where it might be tough to search for a spe-
cific product with textual input, especially since a lot
of fashion products lack a qualitative and informative
description. Not only the products lack their descrip-
tion, but also the customers do not always have to
know how to create a good textual query. This can
be caused by customer’s lack of information about the
desired item, or simply his inability to phrase well a
text input for the search engine.

One way to solve this problem is to use a content-
based image retrieval, where a search engine analyzes
the content of the images. For example, in the fash-
ion domain the content might refer to color, shape, or
texture of the clothing.

The main goal of our work is to make the searching
process easier by enabling users to search for products
by uploading an image of an item they are interested
in. This image could be a celebrity wearing a cer-
tain dress, or simply just a photo of our well-clothed
friend.

It is also worth to mention the age of social net-
works we live in, which results in an increasing num-
ber of so called influencers. These influencers often
invoke in people a need to buy the same products as

those seen in the photos on social networks.

2 Related work
In this section we examine existing approaches of im-
age auto-cropping and visual search.

The approach for image cropping in Stentiford’s
work [2] is based on finding a window with the highest
average pixel attention score in a saliency map of the
desired image and still maintaining the aspect ratio.

Authors of Deep Learning based Large
Scale Visual Recommendation and Search for E-
Commerce [1] used a different approach unlike us
and designed a large scale visual search by training
a convolutional neural network. Their training data
elements were represented by two different types of
triplets of images. These triplets consisted of a query,
positive and a negative image. Finally, they evaluated
their network by humans rating the results of search
queries on the Exact Street2Shop dataset.

3 Design and technologies
In our work, we propose a search engine API for man-
aging and searching in a catalog of products. Our
solution offers many types of actions over the prod-
ucts, like adding, modifying and removing it by our
customer. Customers can also send us data about their
users and view statistics about queries done in their
e-shop. The data consist of statistics from their users
about types of queries which have led to acquiring
products. For example, if a user of e-shop uses a spe-
cific query and uses its result to add specific product
to cart (and furthermore buys it), our customer should
send us this information. We use this data for data
mining to find patterns in user behaviour, and there-
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fore improve and personalize the results for queries.
Users can use either traditional text input or our in-

novative image input. Moreover, our approach is also
capable of combining both the inputs. If an image is
used as an input from a user query, we allow users to
manually crop it and therefore select the desired part
of the image to be used in the search process.

The feature extraction process is handled by the
ResNet50 model from the Tensorflow library, since it
gave the best results on our clothing dataset. The ex-
tracted feature vector from the query image is used for
finding the products, whose images resemble the up-
loaded image the most. The similarity is determined
using the cosine similarity of these vectors. Finally,
the search results can be adjusted by other filters and
sorted by multiple sort options.

For feature extraction of products is used the fol-
lowing approach. First, each image of a given product
is auto-cropped, since there is not always just the cloth-
ing in the picture. We utilize the Smartcrop library to
find and rate the possible crops. In addition, we ad-
just the weights such that the crops focus primarily on
clothing. Then, the feature vectors are extracted from
each of the cropped images. Lastly, the final weighted
feature vector is calculated for the product, giving dif-
ferent importance to each image based on their order,
since usually the first-few images are the most repre-
sentative ones. For this purpose, a logarithmic scale
was used. The whole process of searching the top N
most similar products is illustrated in Figure 1.

Image cropping

Feature extraction

Similarity calculation

Image cropping 

Feature extraction 

Weighted feature
calculation 

Database

Product

Uploaded image

Top N most similar
products

Repeated for each
image of the product

Figure 1. The process of searching the top N most
similar products.

The application is built on top of the Django frame-
work. For the text-based search Elasticsearch is used
for its powerful full-text search functionality. The
visual search primarily utilizes MongoDB.

Our unique value proposition is that we provide
both image and text based search engine through an
API, which is an innovative approach since e-shops
still use only traditional text based search engines. We
also plan to provide personalized searching, which
should result in better outcomes.

Our plan is to provide our search engine in a range
of prices with multiple monthly bundles varying in a
number of queries available for use. After exceed-
ing the limit of the bundle, additional queries may be
charged separately. We also plan to offer our poten-
tial customers a one week free trial, so they would be
able to try out our services. We expect our service to
perform comparably fast as traditional search engines.

4 Conclusion
Our innovative solution provides a way to substitute
traditional text-based search engines with content-
based image retrieval. We retrieve feature vectors of
each product image which are automatically cropped
and then combine them to produce one feature vec-
tor for each product. We let users use both text and
image based query. If they choose the image-based
search, they can crop their uploaded images and then
we extract a feature vector, which is then used to find
the most similar products. Approach like ours has not
been done before and we aspire to make shopping and
searching for products easier and more pleasant for
everyone.
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Introduction 

Nowadays, it is almost impossible to imagine living 

without the internet. Mainly because we are using it 

to accomplish a lot of our daily tasks, ranging from 

reading the news and shopping to communicating 

with others. 

Navigation throughout the information is much 

simpler for users without any impairment compared 

to the ones who are visually impaired. These people 

told us about their problems with web browsing. One 

of the main problems is that the website structure 

differs from site to site. Also, they are reliant on all 

senses but sight. They are using screen readers at 

most, although every website has its own unique 

structure and therefore it can be hard for a blind user 

to navigate within the website. Although, standards 

for writing a website accessible also for disabled 

people exist, some authors do not comply with them 

at all or respect very narrow subset. 

As a result of findings mentioned above, we 

decided to create a web browser, which enables blind 

people to browse web more easily, even the websites 

that are not accessible out of the box. Our goal is to 

create a web browser that provides all of the 

functionality which is provided by all commonly used 

browsers like Chrome, Firefox, Microsoft Edge or 

Safari. The meaning of the word functionality in this 

context is that a user can use keyboard shortcuts, open 

and work with more tabs, show history of browsing 

or customize the browser.  Our solution is enriched 

by special features, which make web content more 

accessible.  

Solution description 

Our application is designed for users of each common 

operating system - Windows, MacOS or Linux. The 

core of the browser is based on the Electron, running 

on Node.js, framework for building cross-platform 
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desktop applications. Browser itself is a web 

application which is rendered using Chromium1, 

open-source browse engine, which makes up a core 

of the Electron. Browser itself is written in framework 

Angular. Angular is effective when it comes to 

working with abstraction of the DOM. 

As in Figure 1, visiting web pages seems similar 

to any browser.  But there is a very important 

intermediate step, thanks to which our browser is 

unique and displayed websites are more accessible. It 

is automatic correction of inaccessible elements in 

HTML document, which is described in more detail 

below. 

Validation and correction of inaccessible 

elements in HTML 

The general idea of making web pages more 

accessible is to find elements not following 

accessibility guidelines and correct them. It is 

possible to find many tools on the web which are 

automatically analyzing and evaluating web content 

considering WCAG standards2. In our web browser 

we used analyzer named Pa11y3, which is compatible 

with used technologies and fulfills requirements. 

First step in our solution is validation of visited 

web page by this tool. It is configured to find only 

some types of accessibility mistakes, for example 

form fields without label or images with no 

alternative text. The result of validation is a list of 

issues, which need to be corrected. Every issue 

consists of code of mistake, some description and the 

most important is selector of inaccessible element. 

This list is used as input data into our correction 

method. This method is working actually on incorrect 

form fields, but our goal is to extend it on more types 

of mistakes and make this algorithm more general. 

In the next step we iterate through list of issues 

which are corrected by algorithm. Each element is 
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found in DOM structure using selector from issue. 

After then is looked for the nearest text to this element 

in DOM structure. This text is then assigned as label 

to concrete element. 

Evaluation 

Our idea and later prototype validation with visually 

impaired people were necessary from the very 

beginning. At first, we got in touch with several blind 

people, who helped to develop our idea and gave us 

first feedback as well. Later, we found organization 

associating all visually impaired people in Slovakia 

thanks to which we could test our prototype with 

many users.  

Our browser has been tested by 5 visually 

impaired people since we released the prototype. The 

test scenario consists of 2 parts and each has 5 tasks. 

First part is about to get familiar with the browser 

environment and test accessibility of the browser. 

Second part consists of several more complex tasks, 

which helped us to understand better how visually 

impaired people interact with a web browser. This 

part of testing is designed also to imitate everyday 

usage of web browser, so the tasks are use cases 

inspired by scenarios described by visually impaired 

people.  

The result of every testing session has been useful 

for next development of our browser and we really 

appreciate feedback from visually impaired.  

Future work 

In near future, we will focus on improving of code 

correction algorithm as we see it is really helpful. 

Later we would like to make the navigation of the user 

faster by the sitemap. Not the regular sitemap but 

intended for user to decrease number of steps needed 

to find an information. In general, this also increases 

speed of browsing throughout the website. Next 

feature will be intent. It is something the user is 

looking for or wants to do. In this manner the solution 

will offer a search within a site that looks for a typed 

in intent. If there will be multiple actions and 

information fulfilling the criteria, they will be listed, 

and user will be able to go through them one by one. 

If just one fulfills them, the browser opens subpage 

that corresponds with this search. 

Conclusion 

The main aim of this project is to create a complex 

solution which allows blind people to browse 

websites, which are not accessible when rendered in 

conventional web browsers. Webable focuses mainly 

on elimination of defects caused by weak using of 

WCAG standards. Our next step is to test our solution 

a lot to make our browser user friendly for visually 

impaired people and to improve algorithm of code 

correction. Secondly, we will focus on developing 

algorithm for creation of sitemap for each domain, 

which enhance speed during navigation on website. 
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Public data sets generated on a daily basis by gov-
ernment offices and institutions contain data of vary-
ing importance and quality in different formats. This
data may hold useful information, collectible from it
using methods of machine learning and data mining
algorithms. It can also manifest various relationships
between its elements or entities. So far this data has
mostly been stored in formats used or processed by
manual editors, thus making it not machine readable.

The role and purpose of the Intelligent Importer of
Public Data Sets is to provide a platform of services,
among which the most important is the ability to up-
load and transform data. The uploaded data is mainly
stored in formats such as CSV files or Microsoft Ex-
cel workbooks. The desired format recommended by
the government is RDF (Resource Description Frame-
work), which is machine readable and exposes the
contents of the original files for public use.

1 Use case
The Importer is a web application that can be opened
in a browser window, in which users can access its
services. As an example, a typical workflow of the
application’s usage is described below (and can be
seen on Figure 1 on the next page):

The user uploads data on a designated web page of
the application in his browser using an upload button.
The system stores the data on the server temporarily
for editing and displays the preview of the data in the
browser. The application prompts the user to select
column names of the data based on entities located
in the Central model (a standardized model approved
by the government), thus confirming the credibility of
the uploaded data.

Once the user is done editing the data, he confirms

his changes. The system then inserts the edited data
into a database, where it will be stored, as well as any
changes done to it in the future. Afterwards the user
can access the data from the application by simply
clicking a download button on the corresponding link.

In that case, the data will be pulled from the
database and based on the desired format of down-
load, it can be downloaded either as the original file
that will recreated from the retrieved data, or the rec-
ommended machine readable RDF format, in which
the used data entities are exposed and linked to the
Central model through references.

2 Used technologies
In order for the application to execute the above-
mentioned use case and provide other services for
the data processing, it uses various technologies and
services specifically suited for this role.

The Central Model is represented by ontologies
in OWL (Web Ontology Language) and uses XML
presentation syntax to define it. It is provided on
government servers so that public data sets an refer-
ence entities and attributes contained within the on-
tologies. The application uses an external service -
Elasticsearch - to retrieve data from the Central Model.

The application’s notable feature is the ability to
generate RDF files containing input data from pro-
vided source files, which come in different formats.
Thus, through uniting the data format, it makes the
data very well machine readable and interchangeable
on the web. RDF (Resource Description Framework)
is a model designed specifically for data interchange
on web and is used to reference the Central Model
through contained URIs and literals. Through this,
it can display relationships, describe data types and
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Figure 1. Example Use Case of the Importer application, which involves uploading a file, processing its data,
storing it in a database and transforming it into an RDF file.

identify the entities and allows checking the credibil-
ity of the contained data against the Central Model.

All inserted data is, in the meantime, stored in an
SQL database, along with the information about all
changes done to the data. This means that the user
can access multiple versions of the same file and see
modifications done to the file. He is provided with an
identifying token which enables him to access his files
in the application. The user can share the token (by
sending it embedded in an URL) with other users so
they can easily access and modify the data themselves
(a support for multi-user work use case).

Turning the attention to the design of the applica-
tion, it was designed according to the Unified Design
Manual for Government Web Services [1] and so can
be deployed as a government web service once under-
gone thorough acceptance testing.

As stated in the project’s title ”intelligent”, the im-
porter uses methods of artificial intelligence to make
data processing more automated. For example, the
application uses knowledge discovery to provide data
type detection. We can see in the Use Case on Fig-
ure 1, that the user has to select which entities from
the Central Model are in his uploaded file. The appli-
cation helps him complete this task by using a trained
model, which can determine the entities based on the
data and its features. It also provides the suggestions
listed from more likely to less likely.

The application also provides an auto-completion
service using Elasticsearch, when the user has to man-

ually input the data entity, which provides entity sug-
gestions based on typed letters or keywords. There is
potential for more future work in this area though. We
can improve the trained model’s accuracy by collect-
ing feedback on its suggestions by comparing them to
the actually selected values.

3 Conclusion
The Intelligent Importer of Public Data Sets is a web
application which can greatly improve the accessi-
bility of public data, unify its format and make the
process of uploading public data sets simple and able
to detect potential data corruptions and faults in the
uploaded files. The application’s current production
instance at the time is already deployed online and can
be accessed on address 35.237.0.28. Should it be ap-
proved by the government for usage, it can contribute
to the process of transforming publicly accessible data
sets into machine readable open data, and increase data
transparency of state offices.
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Millions of people all over the world using the Inter-
net everyday are, whether being aware of it or not,
surrounded by antisocial behaviour. One of the most
serious types of such behaviour is especially misin-
formation and false information spreading [1].

The huge number of online social networks and
news portals has drastically changed the way of com-
munications and information sharing. Being a part
of this cyber space and knowing how to consume the
right information is the most difficult part of all. The
advent of social networks makes every user a source
of information without checking for any facts. Be-
cause of that, the misinformation spreads very fast and
everyone can access this information without any dif-
ficulty. As the usage of internet increases, the chance
to spread misinformation and disinformation also in-
creases many fold. The spread of misinformation has
been revealed in many topics such as health, politics,
finance and technology. Online environment provides
a very good opportunity to misuse it.

Antisocial behaviour in online environment is one
of the most recent and serious problems. This topic
is researched by a permanently increasing body of
research. In many publications, the three main cru-
cial steps of regulation and elimination of antisocial
behaviour are identified [2]:

– Characterization: in this step, we try to character-
ize antisocial behaviour by analyzing its charac-
teristics.

– Detection: the goal of this step is to automat-
ically or semi-automatically detect a antisocial
behaviour.

– Elimination: we try to reduce the antisocial be-
haviour in internet. Many approaches are used,
e.g. banning and filtering antisocial content.

As mentioned above about crucial step of regulation,

we identified the important step that must be done
before all is, how we can collect data for characteriza-
tion, detection and elimination of antisocial behavior.
Our project focuses on collecting antisocial behaviour
data with purpose for further research and studies in
the monitoring, detection and mitigation of antisocial
behaviour area. The main goals of the project are:

– Having as much as possible data in one place,
where we can easily apply text analysis and ma-
chine learning algorithms to identify the correct-
ness and trustworthiness of data.

– Creating an application used to effectively man-
age sources of this data. Our goal is to collect
as much data as possible, but we do not try to
collect all data that is shared in Internet. Having a
management application, we can focus in specific
fields and have data well organized.

– Managing storage, which is used to store all col-
lected data. We expect external sources, which
can push their collected data to our storage.
Therefore we develop API, which will be primary
interface to the storage. Users, applications with
correct authentication and authorization rights can
make requests to the storage.

To achieve our goals, we propose a platform named
MonAnt. Architecture of our project is shown in fig-
ure 1. While designing our architecture, we focus on
availability, robustness and scalability of our system.
Our system consists of three main modules:

– Web management: Standalone web application
for web monitoring management. Users can pre-
define rules by setting web pages, which infor-
mation will be retrieved from. The application is
being developed in Python3 with usage of Django
framework. The main reason, we chose Django
is its portability and simplicity of Python as pro-
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gramming language.
– Web monitoring: Implementations of data

providers for specific topics. We use Python3
as programming language for our implementa-
tion. To simplify implementations we use Scrapy
library for web crawling, BeautifulSoup for scrap-
ing HTML files and feedparser for parsing RSS
feeds.

– Central storage: API layer for storage of col-
lected data. This plays crucial role in our system.
It also mediates communication and data transfer
between other platform modules. As database,
we choose to use Postgres, one of the most used
relational databases currently.
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Figure 1. Project architecture [3].

By integration of all three modules, we have scalable
system, where we can define rules for monitoring of
information spread. Collected datasets are then well
organized, easily to use and available for all potential
researchers.

The trigger of system is a user, who wants to
monitor some sources of information, e.i news por-
tals. The user defines the list of sources, which he

wants to monitor the spread of information on. This
action activates data providers, which start crawling
data from predefined web sources. The collected data
are then sent by REST API to storage and be stored
by database schemes. With stored data, we provide
them to people, who want to analyze them to identify
the trustworthiness.

Our platform provides a possibility to be extended
by AI core modules. AI core modules are components
that ensure handling, scheduling etc. on methods over
data from central storage that are collected by our sys-
tem. It will support whole machine learning flow,
search and natural language processing. They can be
added in anytime, so many AI algorithms can use our
datasets at one moment.

In the final version of system, we want to integrate
whole system with Docker1. By doing so, from the
technological point of view, we can painless manage
resources, performance, some aspects of security of
the whole system.

This platform is proposed and will be imple-
mented in projects Rebelion and Misdeed. Rebelion is
research project that focuses on Automatic Recogni-
tion of Antisocial Behaviour in Online Communities.
Misdeed is research project that focuses on Misinfor-
mation Detection in Healthcare Domain.

Conclusion
Antisocial behaviour in online world is one of the most
recent and serious problems. We propose the platform
MonAnt for monitoring, detection and mitigation of
antisocial behaviour.
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For road traffic management and planning, a detailed
information about what is happening on the road net-
work is needed. It is crucial to know how many ve-
hicles are using it, at what time of the day, and at
least a rough estimate of where from and where to
are they heading. Here are few examples of urban
development decisions and needed information:

– Heavily used street in the city centre is going to
be closed due to construction works. An alternate
route has to be found to prevent a traffic collapse.
Prerequisities are analyses of how many vehicles
actually need to be diverted, what are the capaci-
ties of possible detours, and what are their current
traffic levels.

– One of the intersections in the city is congested.
It may be rebuilt and expanded, first however,
the cause of the congestion needs to be identi-
fied. Therefore, it is important to know what are
currently the most heavily used areas of the in-
tersection and where do cars spend the most time
waiting.

– Routes and timetables for public transportation
are created in order to reduce car usage. The
starting point is knowledge of how many cars are
transiting to particular borough at what time of
the day.

All of the strategic decisions described above require
data collection and analyses. Our aim is to create
a system able to provide knowledge for a variety
of road-traffic management&planning use-cases like
these. Furthermore, our system aims to be easily de-
ployable, maintainable, scalable and centered on in-

sightful, user-friendly outputs.
Our solution consists of two main parts - a net-

work of smart cameras observing several points of the
road network, and a server gathering recorded data
and serving it in a meaningful form to the end-user.
There are several types of information which can be
analyzed in our system.

First one are transits. Users are able to define sev-
eral zones in the camera view. When a vehicle passes
the view, we track its movement and log all the zones
it passed and times of passage. For example on an
intersection, users may mark all points of entry and
exit. Our system then provides them not only with
information about how many vehicles at what time
entered the intersection from what direction, but also
where they were heading. This gives them a general
sense of traffic flow and its trends (e.g. at 15:00 there
is a big spike in traffic coming from industrial zone
going to nearby village).

We are working on further extending transit infor-
mation in several useful ways. For example, for each
vehicle a type classification will be performed (to the
predefined vehicle types, e.g. car, van, bus, truck),
so we can provide more detailed transit analyses per
individual vehicles types. This will open up a whole
new class of knowledge to be utilized.

We record also an average time of passage be-
tween zones. This is useful, because pure traffic vol-
ume itself does not help in identifying the traffic con-
gestion. If traffic is congested number of passing
vehicles is low (they move slowly), which could be
falsely interpreted just as a low amount of vehicles
with no congestion.
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Figure 1. An overall architecture of the proposed system.

Transit events mentioned until now ignore precise tra-
jectories of vehicles while moving between zones.
However, we do record and evaluate these as well
opening yet another range of possibilities. It gives
us more information about the quality of design of
observed road. We record and display:

– heatmap showing volume of passing vehicles
– precise trajectories of passing vehicles
– heatmap showing stationary traffic (vehicles

stopped/waiting)
– heatmap showing relative speeds of vehicles

This kind of information shows general driving be-
havior of passing vehicles and may possibly identify
problematic or dangerous areas.

Cherry on the top of this all is the fact, that all of
the above analytics are constantly updated and may be
used for real-time monitoring.

Easy maintainability and deployability of our sys-
tem mentioned before is achieved by remote camera
configuration via simple admin interface. It allows
both analytics setup (e.g. transit zones definition) and
detection algorithm tuning with live feedback (param-
eter tweaking with real-time stream from camera to
observe effects of changes).

All the knowledge our system delivers is obtained
by the methods of a computer vision. Basis of our
detection algorithm is the background substraction.
However, to improve robustness and accuracy we ex-
tended the detection process by various means, in-
cluding keypoint tracking, optical flow calculation and
movement prediction.

There are multiple alternatives in the domain of
traffic analytics. To begin with, there is a plethora
of vehicle counting products, ranging from simple
human-based counting with pencil and paper (which is
still the most common solution in our region), through
mechanical devices physically installed on the road,
to computer vision based systems like ours. Other
group of products do trajectory centered analysis, or
speed detection (usually using expensive equipment
with radar). Our solution has the advantages of pro-

viding full package plus some more (our approach
to transits is much more insightful than pure vehicle
counting), as well as a refined computer vision algo-
rithm.

First part of our solution (see overview in the Fig-
ure 1). is the network of smart cameras. As does
word “smart” indicate, these cameras perform much
more than just record a video. All the computer vi-
sion, vehicle detection and event generation happens
here. This arrangement is called edge computing and
it is opposite to traditional way of streaming video
feed to server that does all the heavy-lifting. It greatly
reduces amount of data sent to server plus it scales
really well.

Main programming language of the camera mod-
ule is currently Python (with plans to move to Cython
or C++ in the future). We use the OpenCV library.
All this is running on Nvidia’s Jetson TX2, one of
the few edge devices allowing us to leverage graphics
card acceleration.

The second part of our architecture is the server
which uses Java (Spring) for backend, JavaScript
(React) for frontend and Postgres (TimescaleDB) as
database. Server communicates with cameras via the
mqtt, handled by pahoMQTT library. Also, to en-
able real-time communication (e.g. augmented video
live-stream) we use the WebRTC technology.

In the future we plan to take it one step further and
perform vehicle re-identification. It means multiple
cameras on different locations with ability to iden-
tify that a particular car had previously appeared on
another camera. We plan to do this without reading ve-
hicle registration plates because it requires expensive
or specially positioned cameras. Our solution would
then be the first and only one with this functionality.
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Nowadays, there is a huge amount of digitized written 

information, which surrounds us and is growing every 

minute. Our inability and lack of time to carefully 

read and organize every new article and categorize it, 

requires a tool for automated text analysis and tag 

recommendation. This tool should be able to import 

new texts, categorize them based on provided tags 

train the machine learning model and allow future 

texts to be categorized based on that pre-trained 

model. There are already several tools like this, but 

none of them is useful for Slovak language.  

With this purpose in mind, we are developing a 

web-based environment with Node.js backend for 

analysis of text documents in Slovak language. We 

use technologies and advancements from the field of 

machine learning and automated text processing to 

achieve automated tagging and categorization. 

In this paper, we focus on importing, analysing 

and automated categorization of new articles based on 

their content. Using our solution, we can easily 

import and categorize new articles based on our 

pretrained machine learning model. 

Our proposed text analysis environment is 

designed with intent to be user friendly above all, so 

it can be used not only by data scientists, but also by 

regular users (without programming or scientific 

background). This should lead to improvements of 

our machine learning model, because we should have 

more input data. It is very important for us to make 

the process as easy and accessible as possible, so 

users can help us grow our datasets and improve our 

algorithms. 

Our environment is focused on working with 

large collections of texts in Slovak language (e.g. 

various news articles, encyclopedia articles or any 

other text). For initial tracking, we firstly obtained 

articles from Slovak instance of Wikipedia1 and 

Slovak popular news site Webnoviny2. Then we 
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tagged them with keywords from the source page. 

Texts of these articles are stored in MongoDB, which 

is a flexible and scalable NoSQL database useful for 

textual data.  

The first text processing task in our pipeline is 

word-by-word analysis. For this we use a third-party 

web-application NLP4SK3, which is a set of tools for 

natural language processing. NLP4SK provides tools 

for text tokenization, sentence identification, 

lemmatization, part-of-speech (POS) tagging, named 

entity recognition (NER) and some other features. 

After processing, all data are available for 

browsing and visualization in our web-application. 

Our main use case of text analysis is: 

1. Import article(s) from several sources (*.txt or 

URL). 

2. Store article(s) in MongoDB database. 

3. Obtain basic information about imported text 

using the NLP4SK. 

4. Insert analysis results into database. 

5. Create and update inverted index. 

6. Retrain machine learning model used for 

automatic categorization. 

7. All articles and its attributes are available for 

browsing in our web-application. 

 

Articles added during the development were 

manually tagged by our team, which provided a 

starting point for our machine learning process. We 

analyzed the inserted text and stored the retrieved 

data such as grammatical categories (POS – part-of-

speech), identified entities (NER – named-entity-

recognition) such as location and person, lemmas and 

N-Grams.  

Our solution is based on two main parts. 

Figure 1 shows an overview of the system 

architecture. Client side of the application is built on 
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Angular4 framework, which provides flexibility for 

the frontend. User interface currently allows user to: 

− Add new articles from supported sources. 

− Show visualized statistical data based on stored 

articles. 

− Search and browse articles based on specified 

criteria. 

Inverted index section, shown on Figure 2, allows 

user to search our database based on: 

− Category name 

− Selected words 

− Article names 

− Part of speech specification 

− Named entity specification  

− Word’s lemma 

 

 

Figure 1. System architecture. 

Server side of the application is built on Express5 

framework and running in Node.js environment. This 

component provides database access and routing. In 

this part are implemented “Wikipedia importing”, 

“inverted index creation” and all other features 

mandatory for the client side. 

There is also component powered by Django6 

framework which is the backbone of our machine 

learning processes. In the Python module, there is 

also implemented “articles importing from 

“Webnoviny“.  

 
4 Link to angular framework: https://angular.io 
5 Link to express framework: https://expressjs.com 

All these components are communicating with 

each other through the HTTP and are independent. 

This allows you to deploy the Python component to 

another server and thus facilitate processing on the 

JavaScript component (the client-side searching 

through articles will be still smooth). 

Final product will allow users to add new articles to 

our solution through our web page interface, where it 

will be processed, tagged and stored for later analysis 

by the user. Regular users could use it for 

categorization and researchers can use it for data 

analysis purposes, since they will have detailed 

information about this process and so they should be 

able improve their algorithms.  
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Figure 2. Application preview – inverted index view. 
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Over the past few years, travelling has become very 

popular and electronic devices became thinner, 

lighter and with bigger screens. These changes have 

a big impact on bus transportation, trains and also 

airlines. Almost every traveller enjoys watching a 

movie, listening to music or playing a simple game 

on the screen located in the seat. But, on the other 

hand, every full-size bus has at least 60 tablets which 

need to be maintained on a daily basis, and this can 

be very expensive for every transportation company. 

Not to mention, technology is improving so fast, that 

upgrading tablets in every bus every 5 to 7 years is 

quite a big investment.   

Since now we have big screen devices such as 

smartphones, tablets and also laptops, companies can 

benefit from using WiFi technology to distribute 

digital content to all these devices for a fraction of the 

previous costs. This change can dramatically lift the 

potential of the entertainment system in every 

transportation vehicle.  

Our potential WiFi Media on Demand (MOD) 

benefits are (innovations): 

− Removed seat tablets – no maintenance 

− Only vehicle server maintenance  

− Updates / changes on server side only 

− More complex MOD – adaptive to new 

technology and trends 

− Scalable – easy to add new features 

Known risks: 

− Digital Rights Management – media leaks 

− Responsive design implementation – needs to 

support all devices (screen size, browser), 

including different operating systems (Android, 

iOS, Windows, OS X) 

− Vehicle WiFi network stability 

Media on Demand is a new generation of Video on 

Demand. We can watch or listen video and audio 

content like TV shows or movies and we can also see 
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real time information about the current route along 

with advertising system. This technology was used 

for the first time by FUNTORO [1], using monitors 

with MOD system embedded in seatback or armrest. 

This is a good opportunity for improvements. In the 

past, there was more projects which were dealing with 

the MOD system, but with other features. In the 

Europe, FUNTORO is represented by company 

Molpir s.r.o. which is cooperating with our team. 

In our MOD system we are offering many 

functions, such as: 

− Watching movies 

− Listening to music 

− Streaming TV 

− News 

− Reading E-Books 

− Sightseeing 

− Actual location of the bus 

− Live bus cameras 

Sightseeing is a specific functionality of the system 

which stands out from the other functions, because it 

offers many useful information about the route. The 

main objective is to inform the passenger about Point 

of interests (POI) along the route, such as castles, 

historical points and many others. The system notifies 

the passenger about upcoming POI and it will be upon 

the passenger to show or ignore the POI information 

window. This feature will be especially interesting for 

companies which offer sightseeing tours, but also for 

regular travel companies, to entertain passengers 

during journey and to improve customer satisfaction. 

Sightseeing system works not only inside the bus on 

local bus network, but also outside the bus, where 

passengers can connect to the server using mobile 

internet in their devices and continue using 

sightseeing feature while walking around the city and 

seeing individual points of interest.  
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Because companies which provide movies and 

other multimedia content are sensitive to misuse by 

third parties, it’s important to think about Digital 

rights management, especially in this type of system, 

where media are served directly to the customer’s 

device. Nowadays, there are several approaches to 

protect multimedia content from abuse (Visible 

watermark, Forensic watermark, Digital fingerprint). 

Using a specific method depends on many aspects [2]. 

Some of them can not be applied to all multimedia 

contents, others are too sophisticated for bus 

conditions. With our implementation of DRM, we 

will prevent the unwanted leakage of medial content. 

It is obvious, that it is not possible to completely 

prevent leakage, but we also provide mechanism to 

identify source of leakage, in case it will happen.  

Bus travellers have to be able to use our MOD 

system with their own devices that are connected to 

bus local network through WiFi. To cover most of the 

devices and fight against platform specific issues, we 

have decided to implement WiFi Funtoro system as a 

web application. The application uses client-server 

architecture. Client part is responsible for displaying 

media content and other features mentioned above. 

We have also decided to implement it as a rich client 

web application and it is based on TypeScript 

framework in Angular. There is very high possibility 

that the application will be extended in the future with 

more features. Angular is very easily extendable by 

clear component-oriented structure. 

Frontend side is based on Angular 6. We use 

bootstrap 4.1.3., which contains HTML and CSS-

based design templates to style web application. We 

also use Font Awesome toolkit, which is based on 

CSS, to make fonts and icons more beautiful. 

Application is fully responsive for all devices. 

Server side of the application is based on Node.js 

library Express. Its main responsibilities are: 

− persisting MOD data 

− webserver - serving files built by Angular 

− transcoding 

− REST API 

− logging 

We have decided to go use Node.js because it is easily 

scalable and has good support for web sockets. Client 

components communicate with server part of 

application through REST API. In our application we 

use sequelize.js ORM, because it provides easy 

access to our PostgreSQL database by mapping 

database entries to objects and vice versa. It also helps 

us to create database structure by specifying the 

model structure. It significantly saves our time and 

effort while creating database structure because we do 

not have to write SQL queries. Other advantages are 

also better readability, consistency, automatization or 

ability to connect with different databases, thus it 

provides easy switch from one database to another. 

This could be useful for future development of our 

application.  One of the disadvantages of using 

sequelize.js is that it can be slower when creating 

complex data models. However, we do not assume 

such very complex models for our application.  

During winter semester, we have implemented 

data model for movies and routes for POIs. We had 

to consider Molpir’s structure of storage files in their 

file system. Structure was specified by XML file 

provided by Molpir. We had to parse the XML file to 

get file paths leading to files in storage. To 

accomplish this, we have used DOMParser.js which 

provides the ability to parse XML or HTML source 

code from a string into a DOM document. 

Overall, the application architecture and used 

technologies are chosen wisely and we have spent 

many hours to figure out the best technology for such 

project and the vehicle environment, which is very 

uncomfortable for any computer based devices. Dust, 

rapid change of temperatures, vibrations are 

definitely the worst conditions for computers. It was 

important to properly choose technologies which do 

not require very powerful servers and a lot of 

computation memory to server all travellers in the 

vehicle. Despite all these negative reasons, WiFi 

funtoro has a big advantage for all travel companies 

and it could reduce the costs and offer more 

entertainment, which can be extended very easily.  
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