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Abstract. Query refinement is an integral part of search, especially for the ex-

ploratory search scenarios, which assume that the users start with ill-defined in-

formation needs that change over time. In order to support exploratory search and 

navigation, we have proposed an approach of exploratory navigation in digital 

libraries using navigation leads. In this paper, we focus specifically on the iden-

tification of the navigation lead candidates using keyword extraction. For this 

purpose, we utilize the citation sentences as well as the co-citations. We hypoth-

esize that they can improve the quality of the extracted keywords in terms of 

finding new keywords (that would not be otherwise discovered) as well as pro-

moting the important keywords by increasing their relevance. We have quantita-

tively evaluated our method in the domain of digital libraries using experts' 

judgement on the relevance of the extracted keywords. Based on our results, we 

can conclude that using the citations and the co-citations improves the results of 

extraction of the most relevant terms over the TF-IDF baseline. 

Keywords: navigation leads, keyword extraction, domain modeling, citation 
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1 Introduction 

There are various needs that motivate users to search vast information spaces, such as 

the Web or digital libraries. A classical taxonomy of Web search by Broder [2] differ-

entiates three types of needs, namely (i) navigational, the goal of which is to locate a 

specific web page whose existence is known to the user, (ii) informational, the goal of 

which is to acquire certain information the whereabouts of which are unknown to the 

user, and (iii) transactional, the goal of which is to locate a web page where further 

transaction will occur, e.g., online shopping. Out of these, the informational need is the 

most general, but we always assume that users know exactly what kind of information 

they need (e.g., the title of an article written by an author).  

However, the information need of users is often ill-defined at the beginning and it 

tends to change in the light of new information that they gather during the search. Thus, 

their search tasks tend to be open-ended and more exploratory in their essence; the term 

exploratory search was coined by Marchionini [10] for this type of searches. 



An integral part of exploratory search is sense-making [16], i.e., making sense of 

a problem at hand or a new domain, learning the basic concepts and relationships be-

tween them, etc. A typical example of this behavior is researching a new domain, a task 

that researcher novices (e.g., doctoral students) often have to face. Their goal is not to 

find the specific facts, but to learn about the given domain and investigate the topics, 

the existing approaches as well as the gaps in the current state of knowledge. 

In order to support exploratory search and navigation, we have proposed a method 

of exploratory navigation using the navigation leads, i.e., the automatically extracted 

keywords, which help the users to filter the information space [11]. The conceptual 

overview of the method can be seen in Fig. 1. It is a modification of the classical model 

of web information retrieval (IR) as defined in [2]. The users do not have to refine their 

query manually, but we augment the search results with the navigation leads. When the 

users choose a specific lead visualized in a summary of a search result or underneath it, 

their query gets modified with the lead so that only documents containing the selected 

lead are retrieved. The idea is similar to the probabilistic (or blind) relevance feedback 

[15], but in contrast our approach does not expand the query automatically, but lets the 

users to decide which terms to use. Also, lacking the relevance judgements, we rely on 

the topical relevance of the extracted terms [11]. 

 

Fig. 1. A model of web IR augmented with the navigation leads to support exploratory search. 

The process of augmentation of the search results with the navigation leads consists of 

three main steps (see Fig. 1): 

1. Identification of the navigation lead candidates – it includes automatic keyword ex-

traction from the documents as well as assessment of their document relevance; it 

results into a set of the navigation lead candidates. 
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2. Selection of the navigation leads – in this step, the document relevance of the indi-

vidual keywords is combined with their navigational value, i.e., how relevant the 

lead candidates are for the whole information (sub)space. The result of this step is a 

set of the selected navigation leads. 

3. Visualization of the leads with the search results – the selected navigation leads need 

to be placed into the search results list, preferably within the summaries (abstracts) 

of the search results or underneath them. The result of this step is a list of search 

results augmented with the navigation leads. 

While in [11] we have introduced the concept of navigation leads and provided the 

preliminary results on the step two, i.e., selection of leads, in this paper, we focus 

mainly on the first step, i.e., the identification of the lead candidates. For this purpose, 

the document metadata can be utilized alongside the actual contents of the documents. 

We are interested in the researcher novice scenario in the digital libraries (or more pre-

cisely digital library systems that provide access to scientific publications). Therefore, 

we consider also the metadata that are specific for this domain (see next section). The 

most prominent of these are citations, i.e., citing sentences that provide a unique source 

of information; they highlight different aspects of the articles (documents) that were 

deemed important or interesting by other researchers. 

We propose a method of keyword extraction using citation analysis that serves as 

a means of navigation lead candidates identification. Besides the direct citations that 

have been to some extent examined in the related works, e.g., [1, 4, 9], we consider also 

the co-citations (two articles are co-cited, if there is a third article that cites them both) 

that to the best of our knowledge have not yet been utilized for this purpose.  

In this paper, we examine the following research questions: 

1. Does the use of citations and co-citations in the process of keyword extraction for 

the purpose of navigation lead identification helps to improve the overall quality of 

the extracted keyword set? Are they capable of finding new words, or promoting the 

important words by boosting their relevance in comparison with the content-based 

(TF-IDF) baseline? 

2. What are the limitations of using the citation and co-citation analysis with respect to 

the number of citations of an individual article? 

We provide a quantitative evaluation of our method in the domain of digital libraries 

using experts' judgement on the relevance of the extracted keywords. 

2 Identification of Keywords in Digital Libraries 

Although our proposed approach of exploratory navigation using navigation leads can 

be in general applied to an information space in any domain, the knowledge of domain 

specifics allows us to tailor the method to them and thus, to improve the overall navi-

gation process. Our focus is on the domain of digital libraries, or more specifically (as 

we have already mentioned) on the digital library systems of journal (or in general re-

search) articles.  



2.1 Specifics and Similarities between Digital Libraries and the Web 

When designing a method of keyword extraction, we need to consider several specifics 

of the domain of digital libraries, which make it distinct from the wild Web: 

─ Size and structure of information space – the size of information space of digital 

libraries is much smaller in comparison with the whole Web, also the rate with which 

there is a new content is lower. Because the content is in most cases protected by 

copyrights, we can observe a separation of metadata, which are publicly available 

and easily processed, from the actual content of the documents. 

─ Structure of documents – in contrast to the wild Web, the documents in digital li-

braries tend to follow a predefined structure. This structure can differentiate among 

different publishers and journals, but it is always possible to identify the basic build-

ing blocks of the documents, such as title, authors, abstract, etc. There are approaches 

to automatically extract a table of contents of an article, as well as the actual contents 

of its sections [7], which can be utilized to reweigh the extracted keywords based on 

the section of the article in which they occur.  

─ Unique set of metadata – the articles in digital libraries have various metadata asso-

ciated, which differ from the other sources on the Web in general, such as authors, 

publishers, where it was published and more interestingly, keywords that are identi-

fied by the authors themselves. This all can help to identify the most important as-

pects of the articles by taking into consideration not only the actual content of an 

article, but, e.g., also other similar articles from the same authors, etc. 

There are also several aspects of this domain that are analogous to those of the Web: 

─ User-added tags – they represent a special type of metadata, because they are added 

by the users that use them in order to organize the articles for their later retrieval. It 

is a unique source of metadata, because users tend to use their own vocabulary and 

can highlight different aspects of the articles than their authors. 

─ Links between documents – the articles are linked by the use of citations. In contrast 

to the hyperlinks, their mining often requires advanced text mining techniques, be-

cause the reference can occur in the text after it has been explained. 

The focus of this work is on the latter, i.e., on the citations, or more specifically, on the 

citation sentences and on their use for extraction of keywords from research articles for 

the purpose of the navigation lead candidates identification. They provide a unique 

view of the article content from a point of view of other researchers; citations cover 

different aspects of an article, but the amount of unique information converges as the 

number of citations increases [4]. There is an overlap between the topics (and the key-

words) that we can extract from the abstract of an article (which has a special place in 

the domain of digital libraries, because the abstracts are usually freely accessible, unlike 

the article contents), but the topics of the abstract tend to be more general than those 

present in the citation sentences [9].  

In our work, we examine also the co-citations assuming that there is a stronger rela-

tionships between frequently co-cited documents; however, there are other aspects in 

play, such as proximity of the co-cited articles in the document [8]. 



2.2 Domain Modeling in Annota 

The specifics of digital libraries discussed in the previous section are reflected in the 

domain model of a bookmarking service Annota (http://annota.fiit.stuba.sk), which we 

have developed. The users can bookmark and annotate research articles in the digital 

libraries, such as ACM DL, IEEE Xplore, Springer Links, etc. The metadata of these 

articles are automatically extracted and processed into our domain model. 

The model is two-layered; the domain model at the first layer is overlaid by the user 

model at the second [6]. It is a graph: the vertices consist of the normalized extracted 

terms and of the research articles; the weighed edges model the associations between 

the terms and the articles as well as between the terms themselves. Figure 2 shows a 

conceptual model of the domain representation used in Annota. 

 

Fig. 2. A conceptual model of the domain representation in Annota. A relation between an arti-

cle and a term consists of a combination of various relations that can be configured. 

The main relation is between an Article and a Term entity; it is modelled as a combina-

tion of partial relations coming from various sources, e.g. the user-added tags, the folder 

names into which the users organize their articles, author-added keywords, etc. Addi-

tionally, we automatically extract keywords from articles (Keyword entity) that are used 

as the navigation lead candidates. The model allows various keyword extraction ser-

vices to be used and combined into new types of KeywordRelation. It is also possible 

to configure which partial relations (and with which weights) should be used in a com-

bination of ArticleHasTermRelation. This makes the model flexible and enables us to 

test various settings of the model as well as to quantitatively compare various keyword 

extraction services by using Annota as an A/B testing platform. 
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3 Method of Keyword Extraction Using (Co-)Citation Analysis 

We have proposed a method of keyword extraction using citation and co-citation anal-

ysis that we employ for the purpose of identification of a set of potential navigation 

lead candidates as an extension of the existing domain model. A conceptual model of 

this extension can be seen in Fig. 3. 

 

Fig. 3. An extension of the KeywordRelation that combines keywords extracted from a docu-

ment content, its citations, and the co-cited documents. 

The method combines keywords extracted from three sources: (i) the content of a doc-

ument itself, (ii) the citations of a document, and (iii) the co-cited documents. 

In order to extract the keywords from a document content, we first preprocess the 

document—we tokenize the text and lemmatize it (transform the terms into their dic-

tionary form)—and then assess the relevance of the terms using a TF-IDF metric. 

During the citation analysis, we identify all the citation contexts from the articles 

that cite a given document (that are present in our domain model). We define a citation 

context as 100 words before and 100 words after the occurrence of a reference to a 

given article in a citing document. This value is based on the results in [14]. We use 

ParsCit [3] in order to extract the citation contexts from the citing articles. The extracted 

citation contexts are preprocessed the same as the document content; TF-IDF is used to 

assess the relevance of the terms as well. 

Lastly, during the co-citation analysis, we identify all the documents which are cited 

alongside the document that is being analyzed. We assume that the fact that two docu-

ments (articles) are co-cited increases their chance of being similar; therefore, we can 

use the keywords extracted from the co-cited documents and extend with them a set of 

the keywords extracted from a document content and its citations. We compute two 

measures for each co-cited article: 

─ Co-citation weight (CW) – it represents a frequency with which two articles are co-

cited. If, e.g., the articles A and B are both cited by the articles C, D, and E, then the 

value of CW of B w.r.t to A (and vice versa) equals to 3. It is a global (or aggregated) 

measure of the co-citation relevance. 

─ Co-citation proximity index (CPI) – it is based on [5]; if the articles A and B are 

referenced in the same sentence of the article C, than CPI equals to 1, if in the same 

paragraph, it equals to ½, if in the same section, it equals to ¼ and if they occur in 

the same article, CPI equals to 1∕8, which is the smallest possible value for any co-

Keyword

Relation

ContentKeyword

Relation

CitationKeyword

Relation

CoCitationKeyword

Relation

CombinedKeyword

Relation



citation. In other words, the closer the references to the articles occur in the text, the 

stronger the relationship we assume to be. As it characterizes the individual co-cited 

articles, it is a local measure of the co-citation relevance. 

We have defined a set of rules for deciding, which co-citations to consider for the key-

word extraction, to maximize the chance of two co-cited articles being similar: 

1. In case of a maximal co-citation weight CWmax for a given document being larger 

than or equal to N, we ignore all co-citations with CW lower than N. 

2. If CWmax lies within interval <2, N-1>, we use only co-cited documents, the weight 

of which equals to CWmax. 

3. If CWmax equals to 1, we consider only co-citations that are the closest to a given 

document for each citing document separately based on their CPI. In other words, if 

there were, e.g., five citing documents, we would consider for each document only 

co-citations with the maximal CPI. 

The specific values of a threshold value N can differ based on the domain and dataset 

used. We have empirically chosen N to be 5 based on the standard dataset that we used 

during the evaluation (see next section). It should be fine-tuned if a distribution of ci-

tations and co-citations differs significantly from the one in our dataset. 

As the last step, we combine the keywords extracted from the content of the docu-

ment with those extracted from the citation contexts as well as from the selected subset 

of co-cited articles (applying the same treatment during the text processing). We use a 

linear combination of weights which we normalize using the min-max normalization 

prior to the combination itself:  

 
CCCD wwww    (1) 

where wD is a weight of a keyword extracted from the document content, wC is a weight 

of a keyword extracted from the citation contexts and wCC is a weight of a keyword 

extracted from the co-cited documents. The weight is for all three sources determined 

using a TF-IDF metric. The coefficients α, β, and γ are real numbers from the interval 

<0, 1>; we used a value of 1 in all our experiments.  

The result is a set of extracted keywords, which serve as navigation lead candidates, 

but can be used also for other purposes, as they are a part of the domain model. 

4 Evaluation 

We have evaluated our proposed method of keyword extraction using the citation and 

the co-citation analysis on a standard dataset of articles in ACL Anthology Network 

[13] that we imported into Annota. Overall, the dataset consists of 18,290 articles with 

84,237 citations. We have conducted a quantitative evaluation using the experts’ judge-

ments; therefore, we have limited a number of articles from the original dataset to those 

which have already been known by the experts, i.e., which they had bookmarked in 

their Annota personal libraries. This way, we could use a subset of dataset consisting 

of 250 articles. 



The goal of the experiment was to assess the relevance of the extracted keywords 

based on the experts’ judgements. We have extracted three keyword sets for each doc-

ument: 

─ M1: Keywords extracted from a content of a document using TF-IDF; this served us 

as a baseline. 

─ M2: Keywords from M1 enriched with the keywords extracted from the citation con-

texts of a given article. 

─ M3: Keywords from M2 enriched with the keywords extracted from the co-cited 

articles; this represents our proposed method discussed in the previous section. 

We have hypothesized that adding the keywords extracted from the citation contexts 

and from the co-cited articles will improve the overall precision P, i.e., formally: 

 )3()2()1( MPMPMP   (2) 

We have prepared an evaluation interface in Annota for the experts to be able to easily 

assess the relevance of the presented keywords (see Fig. 4). The experts could have 

chosen one of the possible assessments of a keyword relevance: relevant, less relevant 

(meaning somewhat relevant), or irrelevant.  

 

Fig. 4. An evaluation interface in Annota. The experts could have read the title and the abstract 

of an article (1), or navigate to its fulltext (2). They assessed the relevance of the presented key-

words by choosing one of the possible values – relevant, less relevant, or irrelevant (3). 

Under each article, we have presented top ten scoring keywords extracted by each com-

pared variant (M1, M2, M3), i.e., together up to 30 keywords for each document merged 

into a single list. All the keywords were presented only once in the list even if there was 



an overlap between the sets of extracted keywords. The keywords in the list were sorted 

alphabetically so that the experiment participants could not have found out which key-

words were extracted by which method (and with which relevance). 

There were 8 domain experts who participated in the experiment. Together, they 

assessed 844 unique extracted keywords from 45 different articles; 7 articles were as-

sessed by more than one expert. We have evaluated each variant (M1, M2, M3) when 

considering only relevant or also less relevant keywords using a standard information 

retrieval metric P@N (precision at N); results are shown in Table 1. The metric com-

putes a ratio of relevant keywords among the top N scoring ones. We can see that the 

variant M2 and M3 outperformed the TF-IDF baseline (M1) in all P@N measures for 

N = 1, 2, 5, and 10, thus confirming our hypothesis. As to the comparison of M2 and 

M3 variant, considering just citations provided in general a slightly better precision, 

except of P@5, where co-citations significantly improved the results (there was an im-

provement also for P@10, although marginal). A closer analysis of the extracted key-

words revealed that using M3 variant in some cases promoted names of the authors or 

acronyms of the method names which were deemed irrelevant by the judges, as they 

were too specific and not really describing the content of the articles.  

Table 1. The results of precision for each variant when considering only the keywords assessed 

by the experts as relevant (R), or when considering also those assessed as less relevant (R+L). 

 P@1 P@2 P@5 P@10 

Variant R R+L R R+L R R+L R R+L 

M1 78.85 88.46 69.23 79.81 60.08 73.26 51.35 68.73 

M2 88.46 96.15 81.73 95.19 59.46 74.90 53.49 69.77 

M3 84.62 94.23 79.81 93.27 63.85 80.77 52.13 70.35 

 

We have analyzed also the limitations of our proposed method concerning the second 

research question. For this purpose, we have compared values of the P@10 measure 

(when considering the relevant as well as the less relevant keywords) for each variant 

(M1, M2, M3) with respect to the number of citations of an article (see Fig. 5). Because 

the number of the evaluated keywords in the selected citation groups was not the same, 

we have reported also the confidence intervals.  

We can see that though the overall scores of the P@10 measure are almost identical 

for all the variants (see Table 1), there are differences based on the number of citations. 

The TF-IDF baseline (M1) slightly outperforms the other two (M2, M3) if the number 

of citations is lower than 20, although the measured differences are not significant. The 

situation changes with the increasing number of citations in favor of variants M2 and 

M3 with M3 (employing co-citations) being better. Again, the differences are in the 

most cases not significant (with the exception of articles with at least 20 and less than 

100 citations), but the trend is clear. This is in agreement with the previous finding in 

[4] that 20 citations can in general cover all the important aspects of an article. Novelty 

lies in the comparison with the co-citations that seem even better suited for the keyword 

extraction in this case.  



 

Fig. 5. A comparison of P@10 for each variant w.r.t. the number of citations of an ar-

ticle. The error bars around the mean values represent the confidence intervals. 

Lastly, we have found out that out of 844 extracted keywords that have been assessed 

by the experts, 119 were identified by the M3 variant, meaning that they did not occur 

at all among the keywords extracted by M1 and M2 or they were deemed irrelevant be 

them. Out of these 119 keywords, 54.6% were assessed as relevant or less relevant by 

the experts. This suggests that considering the co-citations is capable of finding new 

important words, although there is still some noise which could be reduced by making 

the rules for deciding, which co-cited articles to consider, more strict. 

5 Related Work 

As we have already established throughout this article, citations reflect value, impact, 

and importance of research works, which makes them interesting in areas such as sci-

entometrics. They also represent a judgement of other researchers on the actual content 

of a research work, which is a reason, why they are researched also in the field of natural 

language processing (e.g., for keyword extraction and summarization).  

It has been found out that as much as 20 citations is enough to cover all the important 

aspects of an article [4]. The topics extracted from the citations differ significantly from 

those that can be extracted from the abstracts [9] and using at least one citation sentence 

for keyword extraction renders better results in comparison with the keywords extracted 

solely from the document content, while the optimal citation context is 100 words be-

fore and after a reference in a citing article [14]. 

The keywords (or keyphrases) extracted from the citation contexts are also capable 

of producing better summaries of researcher articles as shown in [12] on 25 manually 

annotated articles from ACL Anthology Network. 

There is still much work to be done on the categorization and characterization of 

citations and their role within an article; Bertin and Atanassova [1] analyzed verbs used 

in the citations in different sections of articles and found out that there are significant 
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differences which can be attributed to their different roles. This remains a challenge, 

because the most of the works do not differentiate between these roles when using ci-

tations for keyword extraction or other natural language processing related tasks. Also, 

the exact role and potential contribution of the co-citations for these tasks remains an 

open problem, which we have tried to tackle also in this work. 

6 Discussion and Conclusions 

In this work, we have presented a general model of Web search that we have augmented 

for exploratory search and navigation in an information space using navigation leads. 

In order to select navigation leads, we first identify a set of potential lead candidates 

using automatic keyword extraction.  

For this purpose, we have proposed a method of keyword extraction in digital librar-

ies domain employing citation and co-citation analysis and tried to answer two research 

questions, namely whether the citations and the co-citations improve keyword extrac-

tion and what are their limitations. Our main contributions are as follows: 

1. We have extended a domain model of a digital library system with keywords ex-

tracted from the co-cited articles and proposed a set of rules for deciding which co-

citations to consider, and which not. 

2. We have evaluated usefulness of citation and co-citation analysis on a standard da-

taset and examined their limitations. Based on the results of our quantitative experi-

ment, we can conclude that using citations and co-citations significantly outperforms 

the TF-IDF baseline; in addition, the co-citations are capable of finding new key-

words that would not have been otherwise extracted. As to the limitations of our 

proposed method, its precision depends on the number of citations of an article with 

the ideal number being above 20. 

Although co-citation analysis is capable of finding new keywords, there is still some 

noise in the form of irrelevant keywords that should be addressed in the future (e.g. by 

filtering out the names of authors or method acronyms by setting a higher threshold for 

minimal number of occurrences of a term in the documents when using TF-IDF). Open 

question remains, how to automatically adapt the rules of co-citation selection so that 

they would take into consideration citation specifics of different domains.  

In addition, our method depends on a number of citations of an article, i.e., it per-

forms well when there is enough information in the form of citations and co-citations 

and is outperformed by the TF-IDF baseline, if there is not. This could be reduced by 

modifying the method to automatically adapt the weights based on the number of cita-

tions, thus promoting content keywords for articles with only a few citations and grad-

ually increasing the weight of the citation and the co-citation keywords with the in-

creasing number of citations. Other promising direction is to analyze the citation inten-

tion and its role within an article. 
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