ESN SIETE – esn.zip
Decoupled Echo State Networks With Lateral Inhibition

Yanbo Xue, Le Yang, and Simon Haykin, Fellow, IEEE

Building on some prior works, in this paper we describe a novel structure termed the decoupled echo state network (DESN) with lateral inhibition. Two low-complexity implementation schemes, namely the DESN with reservoir prediction (DESN+RP) and DESN with maximum available information (DESN+MaxInfo), are developed. First, in the multiple superimposed oscillator (MSO) problem, DESN+MaxInfo exhibits three important attributes: a lower generalization mean square error (MSE), better robustness with respect to the random generation of reservoir weight matrix and feedback connections, as well as robustness to variations in the sparseness of reservoir weight matrix, compared to DESN+RP. Second, for a noiseless nonlinear prediction task, DESN+RP outperforms the DESN+MaxInfo and single reservoir-based ESN approach in terms of lower prediction MSE, better robustness to the change in the number of inputs and the reservoir weight matrix sparsity. Finally, in a real-life prediction task using noisy sea clutter data, both schemes exhibit higher prediction accuracy and successful design ratio than ESN with a single reservoir.

The echo state approach to analysing and training recurrent neural networks

H. Jaeger

The report introduces a constructive learning algorithm for recurrent neural networks, which modifies only weights to output units in order to achieve the learning task.
Adaptive Nonlinear System Identification with Echo State Networks
H. Jaeger
Echo state networks (ESN) are a novel approach to recurrent neural network training. An ESN consists of a large, fixed, recurrent 

\reservoir" network, from which the desired output is obtained by training suitable output connection weights. Determination of optimal output weights becomes a linear, uniquely solvable task of  MSE minimization. This article reviews the basic ideas and describes an online adaptation scheme based on the RLS algorithm known from adaptive linear systems. As an example, a 10-th or- der NARMA system is adaptively identied. The known benets of the RLS algorithms carry over from linear systems to nonlinear ones; specically, the convergence rate and misadjustment can be determined at design time.

Supervised training of recurrent neural networks, especially with the ESN approach

Herbert Jaeger

Sections 2 through 5 provide a mathematically-oriented crash-course on traditional training methods for recurrent neural networks. The remaining sections 1 and 6 – 9 are much more gentle, more detailed, and illustrated with simple examples. They are intended to be useful as a stand-alone tutorial for the ESN approach
Shor term memmory in echo state networks

Herbert Jaeger

Viď report...
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Width optimization of the Gaussian kernels in Radial Basis Function Networks

Nabil Benoudjit1, Cédric Archambeau1, Amaury Lendasse2, John Lee1, Michel Verleysen1
Radial basis function networks are usually trained according to a three-stage procedure. In the literature, many papers are devoted to the estimation of the position of Gaussian kernels, as well as the computation of the weights. Meanwhile, very few focus on the estimation of the kernel widths. In this paper, first, we develop a heuristic to optimize the widths in order to improve the generalization process. Subsequently, we validate our approach on several theoretical and real-life approximation problems. 
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Backpropagation through time: what it does and how to do it

P.J. Werbos

Basic backpropagation, which is a simple method now being widely used in areas like pattern recognition and fault diagnosis, is reviewed. The basic equations for backpropagation through time, and applications to areas like pattern recognition involving dynamic systems, systems identification, and control are discussed. Further extensions of this method, to deal with systems other than neural networks, systems involving simultaneous equations, or true recurrent networks, and other practical issues arising with the method are described. Pseudocode is provided to clarify the algorithms. The chain rule for ordered derivatives-the theorem which underlies backpropagation-is briefly discussed. The focus is on designing a simpler version of backpropagation which can be translated into computer code and applied directly by neutral network users
Finite state automata and simple recurrent networks


Axel Cleeremans , David Servan-Schreiber , James L. McClelland

We explore a network architecture introduced by Elman (1988) for predicting successive elements of a sequence. The network uses the pattern of activation over a set of hidden units from time-step t1, together with element t, to predict element t 1. When the network is trained with strings from a particular finite-state grammar, it can learn to be a perfect finite-state recognizer for the grammar. When the network has a minimal number of hidden units, patterns on the hidden units come to correspond to the nodes of the grammar, although this correspondence is not necessary for the network to act as a perfect finite-state recognizer. We explore the conditions under which the network can carry information about distant sequential contingencies across intervening elements. Such information is maintained with relative ease if it is relevant at each intermediate step; it tends to be lost when intervening elements do not depend on it. At first glance this may suggest that such networks are not relevant to natural language, in which dependencies may span indefinite distances. However, embeddings in natural language are not completely independent of earlier information. The final simulation shows that long distance sequential contingencies can be encoded by the network even if only subtle statistical properties of embedded strings depend on the early information.
Learning to count without a counter: A case study of dynamics and activation landscapes in recurrent

Wiles, Elman

The broad context of this study is the investigation of the nature of computation in recurrent networks (RNs). The current study has two parts. The first is to show that a RN can solve a problem that we take to be of interest (a counting task), and the second is to use the solution as a platform for developing a more general understanding of RNs as computational mechanisms. We begin by presenting the empirical results of training RNs on the counting task. The task (anbn ) is the simplest possible grammar that requires a PDA or counter. A RN was trained to predict the deterministic elements in sequences of the form anbn where N  =1 to 12. After training, it generalized to n =18. Contrary to our expectations, on analyzing the hidden unit dynamics, we find no evidence of units acting like counters. Instead, we find an oscillator. We then explore the possible range of behaviors of oscillators using iterated maps and in the second part of the paper we describe the use of iterated maps for understanding RN mechanisms in terms of “activation landscapes”. This analysis leads to used an understanding of the behavior of network generated in the simulation study.
Learning and development in neural networks: The importance of starting small

Jeffrey L. Elman

Humans differ from other species along many dimensions, but two are particularly noteworthy. Humans display an exceptional capacity to learn; and humans are remarkable for the unusually long time it takes to reach maturity. The adaptive advantage of learning is clear, and it may be argued that, through culture, learning has created the basis for a non-genetically based transmission of behaviors which may accelerate the evolution of our species. The adaptive consequences of lengthy development, on the other hand, seem to be purely negative. Infancy and childhood are times of great vulnerability for the young, and severely restrict the range of activities of the adults who must care for and protect their young. It is difficult to understand why evolutionary pressures would not therefore prune a long period of immaturity from our species.

Finding Structure in Time

Jeffrey L. Elman

Time underlies many interesting human behaviors. Thus, the question of how to represent time in connectionist models is very important. One approach is to represent time implicitly by its effects on processing rather than explicitly (as in a spatial representation). The current report develops a proposal along these lines first described by Jordan (1986) which involves the use of recurrent links in order to provide networks with a dynamic memory. In this approach, hidden unit patterns are fed back to themselves; the internal representations which develop thus reflect task demands in the context of prior internal states. A set of simulations is reported which range from relatively simple problems (temporal version of XOR) to discovering syntactic/semantic features for words. The networks are able to learn interesting internal representations which incorporate task demands with memory demands; indeed, in this approach the notion of memory is inextricably bound up with task processing. These representations reveal a rich structure, which allows them to be highly context-dependent while also expressing generalizations across classes of items. These representations suggest a method for representing lexical categories and the type/token distinction.
Natural Language Grammatical Inference with Recurrent Neural Networks

Steve Lawrence, C. Lee Giles, Sandiway Fong

This paper examines the inductive inference of a complex grammar with neural networks – specifically, the task considered is that of training a network to classify natural language sentences as grammatical or ungrammatical, thereby exhibiting the same kind of discriminatory power provided by the Principles and Parameters linguistic framework, or Government-and-Binding theory. Neural networks are trained, without the division into learned vs. innate components assumed by Chomsky, in an attempt to produce the same judgments as native speakers on sharply grammatical/ungrammatical data. How a recurrent neural network could possess linguistic capability, and the properties of various common recurrent neural network architectures are discussed. The problem exhibits training behavior which is often not present with smaller grammars, and training was initially difficult. However, after implementing several techniques aimed at improving the convergence of the gradient descent backpropagation-throughtime training algorithm, significant learning was possible. It was found that certain architectures are better able to learn an appropriate grammar. The operation of the networks and their training is analyzed. Finally, the extraction of rules in the form of deterministic finite state automata is investigated.
Simple Recurrent Networks Learn Context-Free and Context-Sensitive Languages by Counting

Paul Rodriguez

It has been shown that if a recurrent neural network (RNN) learns to process a regular language, one can extract a .nite-state machine (FSM) by treating regions of phase-space as FSM states. However, it has also been shown that one can construct an RNN to implement Turing machines by using RNN dynamics as counters. But how does a network learn languages that require counting? Rodriguez, Wiles, and Elman (1999) showed that a simple recurrent network (SRN) can learn to process a simple context-free language (CFL) by counting up and down. This article extends that to show a range of language tasks in which an SRN develops solutions that not only count but also copy and store counting information. In one case, the network stores information like an explicit storage mechanism. In other cases, the network stores information more indirectly in trajectories that are sensitive to slight displacements that depend on context. In this sense, an SRN can learn analog computation as a set of interdependent counters. This demonstrates how SRNs may be an alternative psychological model of language or sequence processing.

Recurrent Networks::State Machines Or Iterated Function Systems?

John F. Kolen

Feedforward neural networks process information by performing fixed transformations from one representation space to another. Recurrent networks, on the other hand, process information quite differently. To understand recurrent networks one must confront the notion of state as recurrent networks perform iterated transformations on state representations. Many researchers have recognized this difference and have suggested parallels between recurrent networks and various automata[1, 2, 3]. First, I will demonstrate how the common notion of deterministic information processing does not necessarily hold for deterministic recurrent neural networks whose dynamics are sensitive to initial conditions. Second, I will link the mathematics of recurrent neural network models with that of iterated function systems [4]. This link points to model independent constraints on the recurrent network state dynamics that explain universal behaviors of recurrent networks like internal state clustering.
Extraction of rules from discrete-time recurrent neural networks

OMLIN C. W. ; GILES C. L. ;


The extraction of symbolic knowledge from trained neural networks and the direct encoding of (partial) knowledge into networks prior to training are important issues. They allow the exchange of information between symbolic and connectionist knowledge representations. The focus of this paper is on the quality of the rules that are extracted from recurrent neural networks. Discrete-time recurrent neural networks can be trained to correctly classify strings of a regular language. Rules defining the learned grammar can be extracted from networks in the form of deterministic finite-state automata (DFAs) by applying clustering algorithms in the output space of recurrent state neurons. Our algorithm can extract different finite-state automata that are consistent with a training set from the same network. We compare the generalization performances of these different models and the trained network and we introduce a heuristic that permits us to choose among the consistent DFAs the model which best approximates the learned regular grammar.
Gradient-based learning algorithms for recurrent networks and their computational complexity 

Ronald J. Williams, David Zipser

Recurrent connectionist networks are important because they can perform temporally extended tasks, giving them considerable power beyond the static mappings performed by the now-familiar multilayer feedforward networks. This ability to perform highly nonlinear dynamic mappings makes these networks particularly interesting to study and potentially quite useful in tasks which have an important temporal component not easily handled through the use of simple tapped delay lines. Some examples are tasks involving recognition or generation of sequential patterns and sensorimotor control. This report examines a number of learning procedures for adjusting the weights in recurrent networks in order to train such networks to produce desired temporal behaviors from input-output stream examples. The procedures are all based on the computation of the gradient of performance error with respect to network weights, and a number of strategies for computing the necessary gradient information are described. Included here are approaches which are familiar and have been first described elsewhere, along with several novel approaches. One particular purpose of this report is to provide uniform and detailed descriptions and derivations of the various techniques in order to emphasize how they
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Recurrent networks and natural language: exploiting self-organization
Igor Farkas Matthew W. Crocker

Prediction is believed to be an important cognitive component in natural language processing. Within connectionist approaches, Elman's simple recurrent network has been used for this task with considerable success, especially on small scale problems. However, it has been appreciated for some time that supervised gradientbased learning models have di_culties with scaling up, because their learning becomes very time-consuming for larger data sets. In this paper, we explore an alternative neural network architecture that exploits selforganization. The prediction task is e_ectively split into separate stages of self-organized context representation and subsequent association with the next-word target distribution. We compare various prediction models and show, in the task of learning a language generated by stochastic context-free grammar, that self-organization can lead to higher accuracy, faster training, greater robustness and more transparent internal representations, when compared to Elman's network.
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The power of amnesia
Dana Ron, Yoram Singer, Naftali Tishby

We propose a learning algorithm for a variable memory length Markov process. Human communication, whether given as text, handwriting, or speech, has multi characteristic time scales. On short scales it is characterized mostly by the dynamics that generate the process, whereas on large scales, more syntactic and semantic information is carried. For that reason the conventionally used fixed memory Markov models cannot capture effectively the complexity of such structures. On the other hand using long memory models uniformly is not practical even for as short memory as four. The algorithm we propose is based on minimizing the statistical prediction error by extending the memory, or state length, adaptively, until the total prediction error is sufficiently small. We demonstrate the algorithm by learning the structure of natural English text and applying the learned model to the correction of corrupted text. Using less than 3000 states the model's performance is far superior to that of fixed memory models with similar number of states. We also show how the algorithm can be applied to intergenic E. coli DNA base prediction with results comparable to HMM based methods.
