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Abstract

In the paper, the question of effective automated version selection is tackled. It is an important part of a method for building a software configuration. The paper concentrates on the method for version selection which allows specifying requirements which refer to properties of versions. It is controlled by knowledge in form of heuristic functions serving as necessary condition and suitability condition for selection. We present the method and describe its application in selecting software components.
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1 Introduction

The problem of version selection is a topic of much interest in the recent research within the area of software configuration management. Solving it is important for achieving quality of the configuration being built, but it also influences efficiency of the process of building a software system configuration.

Requirements for version selection can have various forms:

- an empty description, i.e. a version is selected solely on grounds of default requirements "hard-wired" in the system, e.g. "select the most recently formed version", cf. [17],
- an explicit identification, i.e. a name of the component to be included is given, e.g. in the form of a table, cf. [9],
- description by attributes, i.e. a version is described implicitly by stating properties which it should fulfil, cf. [4, 8, 5, 19].

The empty description has an obvious disadvantage of being too inaccurate. The explicit description can lead to difficulties in practical situations when the number of components is high and to produce a list of all those which should be included is very error-prone. As the most suitable way appears to be the description by attributes. In fact, if we consider a name to be an attribute as well, we can treat the explicit identification to be just a special case of the description by attributes.

The component’s attributes can be e.g. date of formation, author, status. Using such attributes, we can formulate the following requirement:

select a version which is being elaborated (status = check-out) by the author, who is the current user; if there is not such a one then select the most recent completed (status = check-in) version which has been already tested.
The selection requirements formulate actually a query to a database of software components. To evaluate them, database query processing techniques can also be used, e.g. [1, 16].

Frequently used approach to version selection is to use conditions restricting properties of versions, e.g. [18, 4, 8, 5]. The conditions are often represented by a logic expression. For example, an expression

\[(\text{operating system} = \text{DOS} \land \text{communication language} = \text{Slovak})\]

identifies all such versions which can run under DOS operating system and the communication with the user is in Slovak language. The ADELE system [5] is an example illustrating this view of version selection.

The language of logic expressions is sometimes enhanced by allowing defaults, conditional selections, and by introducing three-valued logic (i.e. true, false, undefined), cf. [13].

Zeller and Snelting in [19] propose for modelling version sets a unified approach based on feature logic. Version sets are identified by their features, that is, a boolean expression over \((\text{name} : \text{value})\) attributes. This approach subsumes all the above mentioned approaches to identify versions of components.

In [1], version selection is based on logical conditions referring to values of attributes, too. Here, preferences can be specified as well. Preferences are in fact logical conditions which act as filters.

The system SHAPE, cf. [11] uses a similar way of selecting versions as in [1]. It is based on using a selection rule. The selection rule is a named sequence of alternatives. Predicates in alternatives allow to express requirements with respect to the object attributes. If no selection rule is specified, the fixed default rule is active which is the same as in Make ("select the busy object in the current directory").

System GYPSY [4] uses predicate to obtain a subset of the component versions. In case the resulting set has more than one element, the final selection is the result of applying a single default rule, i.e. "select the most recent version". In [4], no precaution was made to handle the case when some or all of the filters failed to produce a nonempty set.

Another frequently used approach is to use rules. For example in the system DSEE [10] there is defined a set of rules which are interpreted sequentially until the sought component is selected. The language for writing rules allows defining default rules, dynamic rules (e.g. select the most recent version), and conditional rules (if-then). Despite the fact that such kinds of rules allow powerful means of selection, their power is limited in the DSEE system by the fact that the set of attributes is set in advance.

Our goal is to devise a method for version selection which offers a framework for specifying various heuristics describing which versions are to be preferred.

The paper is organised as follows. In the section 2, we give an outline of our approach. Then the new method for version selection is presented in a more formal way (section 3). An example demonstrating the application of our method is given in the section 4. We discuss results of evaluation of its performance in the section 5. Our concern for software version selection is part of a larger project aimed at developing method for building a software configuration. Version selection is in some sense the core of any such method. We give in the section 6 a very brief description of its context. The paper closes with our conclusions which also summarize the points in our approach that are new when compared to related works.

2 An outline of our approach

When either more than one version complies with the requirements, or none of the versions does difficulties in the process of configuration building can arise. When analyzing the problem of version selection, there are many similarities to be observed to problems approached
by artificial intelligence techniques. Specifically, to evaluate the alternatives a heuristic information can be employed. The heuristic information can be expressed e.g. in form of a heuristic function which assigns to each alternative an evaluation from some well ordered set, most frequently an integer or real number. The evaluation expresses the suitability and perspective of selecting the particular alternative in the actual state. Recently, symbolic heuristics, often combined with various methods of numerical evaluation are used as well.

When devising the heuristic function, in most cases it suffices to evaluate the given alternative relatively to other admissible alternatives. In case of the problem of selecting a software component’s version, an explicit formulation of a heuristic function that would define an ordering of versions according to their suitability is quite difficult. To accomplish selection, the heuristic function must reflect several aspects such as the nature of a software system, the given requirements, and version properties. The aspects should be assigned corresponding weights which would reflect their relative importance with respect to other aspects reflected in the heuristic function.

After having analyzed the problem of version selection, and having taken into account the known approaches to selecting alternatives of solution, it appears to be more advantageous not to strive for arranging explicitly the possible component versions according to their suitability ordering, but to delete "the least suitable" versions subsequently from the set of admissible versions instead, similarly to [6]. The requirements for version selection can be expressed as a sequence of heuristic functions which reduce the set of suitable versions. We can express the relative importance of a given evaluating criterion by modifying the order in which the heuristic functions are applied.

We have distributed the requirements for version selection into two parts:

- **the necessary selection condition**, which must be satisfied by every version selected as a potential candidate. The condition can be expressed by a heuristic function which maps a set of all versions into a set of admissible versions. The necessary condition can be either a condition that should be satisfied by all versions (e.g. that the operating system is DOS), or a condition that should be satisfied by no version (e.g. the state is inconsistent),

- **the suitability selection condition**, which is used in step by step reduction of the set of admissible versions aiming to select a single version. The condition is represented by heuristic functions \( h_1, h_2, \ldots, h_n \).

One example of requirements for version selection may be as follows:

- **the necessary selection condition**
  \[ h_0 : \text{operating\_system} = \text{DOS} \land \text{communication\_language} = \text{Slovak} \]

- **the suitability selection condition**
  \[ h_1 : \text{problem\_type} = \text{design} \lor \text{algorithm} = \text{simple} \]
  \[ h_2 : \text{communication\_language} \neq \text{undefined} \]
  \[ h_3 : \text{prefer version with a greater number of defined attributes} \]
  \[ h_4 : \text{operating\_system} \neq \text{undefined} \]
  \[ h_5 : \text{programming\_language} = \text{Prolog} \]
  \[ h_6 : \text{prefer version with a smaller number of defined architectural relations with other components}. \]

The heuristic functions represent knowledge about the degree of suitability of the respective versions. They refer to properties of versions as defined by their attributes. A heuristic function can often be evaluated separately for each version, thus it can have the form

\[ h : V \rightarrow \{ \text{satisfies, does\_not\_satisfy} \}, \]

where \( V \) is a set of versions and \( h \) is a heuristic function. Requirements for version selection formulated in a similar fashion can be found in many existing systems, e.g. [18, 4, 8, 5].
Heuristic functions can also express knowledge captured during the software system development. Examples of such knowledge are

- prefer a version with the greatest number of defined attributes,
- prefer a version with the greatest number of defined attributes occurring in the necessary selection condition,
- prefer a version with the greatest number of defined attributes occurring in the suitability selection condition,
- prefer a version included in the greatest number of formed configurations,
- prefer a version which is involved in the least number of architectural relations with other components (in the context of the whole configuration),
- prefer a version which is involved in the least number of architectural relations with components which have not been included in the configuration being built,
- prefer more general versions

Determining the generality/specificity relation, i.e. deciding whether a version $V_1$ is special case of a version $V_2$ is based on considering attributes with definite values (i.e. attributes with a values different from undefined) of those versions. A version $V_1$ is a special case of a version $V_2$ if

- $V_1$ has equal or greater number of attributes with definite values as $V_2$,
- there corresponds to each attribute with a definite value of $V_1$ an attribute of $V_2$ with definite value equal the above value,
- sets of attributes (i.e., names along with values) of $V_1$ and $V_2$ are not equal.

The above rule is based on the observation that if some attribute of some component is undefined, it satisfies any required value for that attribute. Therefore, a version with a greater number of undefined attributes is more general and has bigger chance to be accepted in the resulting configuration.

The heuristic for version selection described above, and other similar ones cannot be described by a function of the form $h: V \rightarrow \{ \text{satisfies, does not satisfy} \}$ (the one that can be expressed by a logic expression, with atoms representing relations over attributes of components). The thing is these are the properties of versions which can only be investigated on sets of versions as a whole. We define therefore heuristic functions to be of the form $h: 2^V \rightarrow 2^V$, where $V$ is a set of versions and $h$ is a heuristic function.

Let us sketch an approach to version selection which makes use of such heuristic functions. First, the set of all versions will be reduced by applying the necessary selection condition into a set of admissible versions. Next, version selection continues as a successive application of the heuristic functions from the suitability selection condition, serving as filters until all the heuristic functions in the sequence are exhausted or until by applying one of them yields a one element set, with the element being the desired version.

If, after applying all the filters we get a set of more than one version, the final choice must be made in another way. As one option, a software engineer could intervene by entering into an interaction with the system. Important thing is that even in this case the set may indeed become reduced in that the number of elements is smaller than in the original set of all versions. Of course, it depends on the heuristic functions and actual properties of versions.

If, after applying some of the heuristic functions acting as filters we get an empty set, it is necessary to return to the previous set of admissible versions and to apply the next filter in the row, i.e. the filter which reduces to an empty set shall not be considered.
3 The method

The method relies on explicit formulation of the knowledge related to version selection. Specifically, the software engineer writes down the requirements which will in fact control the process of version selection.

Input to the method is:

- a set $M$ of all available versions
- requirements on version selection
  - a necessary selection condition represented by a heuristic function $h_0$,
  - a suitability selection condition represented by a sequence of heuristic functions $[h_1, h_2, \ldots, h_n]$, where
    $h_j : 2^M \rightarrow 2^M$, $0 \leq j \leq n$

Output from the method is "the most suitable" version $v$, ($v \in M$), or failure.

The method can be described by the following steps:

1. Apply the necessary selection condition to reduce the set $M$ of all available versions into a set of admissible versions:
   
   (a) $suit_0 = h_0(M)$
   
   (b) if $suit_0 = \emptyset$ then halt, the method has not been successful
   
   (c) if $suit_0 = \{v\}$, i.e. the set of admissible versions has exactly one element then halt, the method has been successful and the output is the version $v$
   
   (d) otherwise, continue

2. Apply the heuristic functions $[h_1, h_2, \ldots, h_n]$ in the order of their appearance to the actual set of admissible versions:

   (a) $j := 1$

   (b) apply the heuristic function (filter) $h_j$ to the set $suit_{j-1}$ forming a set

   $suit_j = \begin{cases} h_j(suit_{j-1}), & \text{if } h_j(suit_{j-1}) \neq \emptyset \\ suit_{j-1}, & \text{otherwise} \end{cases}$

   (c) if $suit_j = \{v\}$, i.e. the actual set of admissible versions has exactly one element then halt, the method has been successful and the output is the version $v$

   (d) if $j = n$ then halt, the method has been only partly successful so far. To determine its output, a version $v \in suit_n$ shall be found using some default way

   (e) $j := j + 1$ and continue with 2b.

From the above it is clear that the order of heuristic functions in the suitability selection condition is important and it reflects the relative importance of particular requirements represented by heuristic functions. The earlier a function is positioned, the more important it is. The order of heuristics is in fact a kind of control heuristic, i.e. a meta heuristic.

Sometimes, however, it is not necessary, or reasonable, or even possible to order a subset of heuristics, i.e. to decide about how important they are relatively to each other. We have therefore introduced two constructors for writing the admissibility condition. Besides a constructor for a sequence (meta heuristic corresponding to ordering according to importance), there is another constructor for a set (meta heuristic corresponding to a nondeterministic order
of application). Syntax of the former is \([h_1, h_2, \ldots]\), syntax of the latter is \(\{h_1, h_2, \ldots\}\). The constructors can be arbitrarily nested. In such a way, more complex meta heuristics can be specified. For example, suitability condition specified as \([h_1, \{h_2, h_3\}, h_4, \{h_5, h_6\}\)] prescribes that heuristic function \(h_1\) will be applied first, then any one from \(h_2\) and \(h_3\), then the other one from these two, then \(h_4\), then functions \(h_5\) and \(h_6\) in an arbitrary order.

There is an important difference between necessary selection condition and suitability selection condition. Whereas the necessary selection condition obviously must be satisfied, the suitability selection condition serves only to select "the most suitable" version from among those admissible ones. Therefore, if application of the former results in an empty set, there is no solution. On the other hand, if application of the latter (more precisely, of any heuristic function from the expression, i.e. of a filter) results in an empty set, the filter is simply ignored.

There occurs sometimes during the process of selecting "the best" version a situation when selecting a "less suitable" version would be desirable. For example, it could happen when decisions made during configuration building are to be revised later. This calls for complementing the above outlined way of filters’ application with a way of selecting "less suitable" versions.

Let the necessary selection condition be represented by a heuristic function \(h_0\) and the suitability selection condition be represented by an expression \([h_1, h_2, \ldots, h_n]\). Let the set of versions be denoted by \(M\). By applying the heuristic functions \(h_i\) there are formed step by step sets \(\text{suit}_i\), \(\text{unsuit}_i\), \(1 \leq j \leq n\), cf. Figure 1. The following holds:

\[
\text{suit}_{i-1} = \text{suit}_i \cup \text{unsuit}_i \quad \text{and} \quad M = \text{suit}_0 \cup \text{unsuit}_0
\]

Figure 1: Step by step application of heuristic functions

Let us assume the selection process (involving application of heuristic functions as described above) results in a set \(\text{suit}_i\), i.e. \(h_i\) was the last heuristic function applied. The set \(\text{suit}_i\) contains "the best" versions. The set \(\text{unsuit}_i\) contains those versions which were selected by all the heuristic functions \(h_j\), \(1 \leq j < i\) and were rejected only by the filter \(h_i\). That is why the versions in \(\text{unsuit}_i\) are those which are considered to be those "less suitable" than versions from \(\text{suit}_i\), but "more suitable" than all the other ones. If we denote the ordering by the symbol \(\gg\), we can write: \(\text{suit}_i \gg \text{unsuit}_i\) (the expression \(A \gg B\) for sets \(A\) and \(B\) states the fact that for any element \(a \in A\) and any element \(b \in B\), we have \(a \gg b\)).

Summing up, due to the fact that \(\text{suit}_{i-1} = \text{suit}_i \cup \text{unsuit}_i\), it is reasonable to consider the set \(\text{unsuit}_i\) which contains versions satisfying the greatest number of filters from among the
remaining sets (i.e., besides those in suit\(_i\)).

The versions grouped in subsets of the original set of all versions can thus be ordered in the following way (from "the most suitable" to "the least suitable"):
\[
suit_i \succ unsuit_{i-1} \succ \ldots \succ unsuit_2 \succ unsuit_1.
\]
The set unsuit\(_0\) contains versions which do not satisfy the necessary selection condition. Such versions are not acceptable as solutions, so they cannot be ordered among the more or less suitable versions.

Next, we need to arrange versions in order within the respective sets. Let us assume the selection process has terminated with the set suit\(_i\) as the result of the last applied heuristic function \(h_i\). There are three cases to be considered for the set suit\(_i\):

1. suit\(_i\) = \emptyset. This can only happen when \(i = 0\). No filter from the suitability selection condition has been applied. No version satisfies the necessary selection condition. There are no versions to be ordered.

2. suit\(_i\) is a one element set. We have \(i \leq n\) and because there is only one element in the set, it is also the most suitable element.

3. suit\(_i\) contains more than one element. We have \(i = n\), i.e. there have been applied all the filters. To arrange in order the versions in suit\(_n\), some default procedure must be applied, e.g.
   - selection based on order of occurrence,
   - random selection,
   - selection based on decision of the software engineer.

Now, let us turn our attention to the sets unsuit\(_j\), \(1 \leq j \leq n\). To arrange versions in order within them, we can either apply one of the default ways, or we can make use of those filters which have not yet been applied to the respective sets. The cases to be considered are:

1. unsuit\(_j\) is either empty or singleton set. Nothing to arrange.

2. unsuit\(_j\) has more than one element, and \(j = n\). The selection process terminated. There was applied the last heuristic function \(h_n\) from the sequence \([h_1, h_2, \ldots, h_n]\) to the set suit\(_n\). Versions not satisfying the filter were left in unsuit\(_n\). There are no more filters to apply. Ordering can be achieved only through some default way (e.g., see above).

3. unsuit\(_j\) has more than one element, and \(j < n\). There exist still filters which have not been applied to unsuit\(_j\), i.e. heuristic functions \(h_{j+1}, h_{j+2}, \ldots, h_n\). We apply suitability selection condition \([h_{j+1}, h_{j+2}, \ldots, h_n]\) and arrange elements in order in unsuit\(_j\) in such a way. After exhausting all the filters without achieving a complete ordering some default way must be used.

Applying the above described procedure results in a complete ordering of the set of admissible versions defined by the given heuristic functions, with a possible amendment provided in some default way.

The assumption that suitability selection condition is formed solely by using the sequence constructor is not a real restriction. There can always be formed such an expression from any expression formed using both sequence and set constructors. In case of a set, there can always be devised a sequence of filters from that set such that each filter will occur in it once and only once.
4 Example

Let us present a relatively modest but sufficiently instructive example in order to demonstrate important features of our method. We assume the goal is to select the most suitable version from among a set of versions grouped in a family MANAGER. The family is a set of seven components:

\[ M = \{ MANAGER.1, MANAGER.2, MANAGER.3, MANAGER.4, \\
MANAGER.5, MANAGER.6, MANAGER.7 \} \]

The components along with their properties are listed in Table 1. The requirements are expressed by the heuristic functions \( h_0, \ldots, h_5 \) given as in the example above (section 2). The suitability selection condition is represented by an expression \([h_1, h_2, h_3, h_4, h_5, h_6]\). For simplicity, we assume that all the versions have the same number of architectural relations to other components.

<table>
<thead>
<tr>
<th>name</th>
<th>operating system</th>
<th>problem type</th>
<th>communication language</th>
<th>algorithm</th>
<th>programming language</th>
</tr>
</thead>
<tbody>
<tr>
<td>MANAGER.1</td>
<td>DOS</td>
<td>design</td>
<td>undefined</td>
<td>simple</td>
<td>C</td>
</tr>
<tr>
<td>MANAGER.2</td>
<td>DOS</td>
<td>design</td>
<td>undefined</td>
<td>undefined</td>
<td>Prolog</td>
</tr>
<tr>
<td>MANAGER.3</td>
<td>DOS</td>
<td>diagnosis</td>
<td>undefined</td>
<td>complex</td>
<td>Prolog</td>
</tr>
<tr>
<td>MANAGER.4</td>
<td>DOS</td>
<td>diagnosis</td>
<td>undefined</td>
<td>complex</td>
<td>Prolog</td>
</tr>
<tr>
<td>MANAGER.5</td>
<td>undefined</td>
<td>diagnosis</td>
<td>undefined</td>
<td>simple</td>
<td>Prolog</td>
</tr>
<tr>
<td>MANAGER.6</td>
<td>UNIX</td>
<td>design</td>
<td>undefined</td>
<td>undefined</td>
<td>C</td>
</tr>
<tr>
<td>MANAGER.7</td>
<td>DOS</td>
<td>design</td>
<td>undefined</td>
<td>complex</td>
<td>Prolog</td>
</tr>
</tbody>
</table>

Table 1: Properties of the versions of the MANAGER family of software components

The selection proceeds as follows:

1. Set of admissible versions \( suit_0 \) is formed by an application of the necessary selection condition \( h_0: \) operating system = DOS \( \land \) communication language = Slovak

\[ suit_0 = h_0(M) = \{ MANAGER.1, MANAGER.2, \\
MANAGER.3, MANAGER.4, MANAGER.5, MANAGER.7 \} \]

The version MANAGER.6 has been removed because its attribute operating system has different value as the one required (DOS vs. UNIX).

2. Set of admissible versions is subsequently transformed by applying suitability selection conditions:

- Application of \( h_1: \) problem type = design \( \lor \) algorithm = simple

\[ suit_1 = h_1(suit_0) = \{ MANAGER.1, MANAGER.2, \\
MANAGER.5, MANAGER.7 \} \]

Versions MANAGER.3 and MANAGER.4 have both values of the attributes design and problem type set to different values as required by the function \( h_1 \).
Application of $h_2$: communication language ≠ undefined

$$h_2(su^it_1) = \emptyset,$$

therefore

$$su^it_2 = su^it_1 = \{ MANAGER.1, MANAGER.2, MANAGER.5, MANAGER.7 \}$$

Application of $h_3$: prefer version with a greater number of defined attributes

$$su^it_3 = \{ MANAGER.1, MANAGER.7 \}$$

Application of $h_4$: operating system ≠ undefined

$$su^it_4 = \{ MANAGER.1, MANAGER.7 \}$$

Application of $h_5$: programming language = Prolog

$$su^it_5 = \{ MANAGER.7 \}$$

Application of the suitability selection condition terminated with forming a one element set after applying the filter $h_5$. As the most suitable version has been selected the version $MANAGER.7$.

5 Evaluation

We have analyzed the proposed method in order to estimate its efficiency. It seems reasonable to consider an application of a heuristic function to be the operation which contributes most significantly to the overall effort. Let $V$ be a set of all versions, and $h$ be a heuristic function $h : 2^V \rightarrow 2^V$. Let $S$ be a set of versions, $S \subset V$. Application of the function $h$ results in forming a set $h(S) \subset S$. Input to the method is a set of versions $M$ and selection requirements represented by an expression $[h_0, h_1, \ldots, h_{n-1}]$, where $h_0$ is the necessary selection condition. Selectivity of the heuristic functions varies in general, i.e., the probability $P_i$ that a particular version will be selected as a result of an application of the heuristic function $h_i$ can vary across the different heuristic functions. The worst case is when there are to be applied all the heuristic functions from the selection requirements and no application of a heuristic function reduces the set of admissible versions. Let us denote the number of versions in set $M$ by $m$. In the worst case, there must be evaluated (i.e., applied) $E_W = m * n$ heuristic functions.

In the average case, there are $E_A$ applications of heuristic functions:

$$E_A(m, n, [P_0, P_1, \ldots, P_{n-1}]) = (1 - P_0)^m +$$

$$\sum_{i=1}^{i=m} (m + E_A(i, n-1, [P_1, \ldots, P_{n-1}])) * C_i(m) * P_i^i * (1 - P_i)^{m-i},$$

for $n > 1, m > 1$

$$= 0, \text{ for } m = 1$$

$$= m, \text{ for } n = 1$$

where $P_j$ is the probability that $v \in S \Rightarrow v \in h_j(S)$ for any version $v$, $0 \leq j \leq n - 1$.

$C_i(m)$ denotes the number of ways a combination of $m$ objects taken $i$ at a time can be made.

The above formula takes into account the fact that the first heuristic function $h_0$ represents the necessary selection condition. Should it result in an empty set, there are no more filters applied.
We present in Figure 2 how the average number of applications of filters denoted by $E_A$ depends on the number of heuristic functions $n$, assuming the number of versions is invariant. We assume further that the probabilities $P_j$, $0 \leq j \leq n - 1$ were generated randomly. Dashed lines depict the functional dependencies in case the selection requirements are just a sequence of filters, with no necessary selection condition included. The graph shows that the value of $E_A$ is not sensitive to a change of the number of filters included in the selection requirements for $m > 5$.

![Figure 2: The average number of applications of heuristic functions $E_A$ vs. the number of heuristic functions $n$](image1)

A complementary view is presented in Figure 3 which shows how the average number of applications of filters $E_A$ depends on the number of versions $m$, assuming the number of filters is invariant. The case when the selection requirements are just a selection of filters is not depicted as the line is close to the depicted one up to the third decimal digit. The graph shows that the value of $E_A$ linearly depends on the number of versions.

![Figure 3: The average number of applications of heuristic functions $E_A$ vs. the number of versions $m$](image2)
6 Building a configuration

We have stated right in the beginning of this paper that our motivation for devising a method for version selection is determined by the need to select versions, be it variants or revisions in the process of building configurations of software systems.

A software system configuration is a set of software components which satisfy the requirements and are consistent. We adopted the composition model of configuration management [3]. A configuration in this model consists of a system model and version selection requirements. A system model is used for listing all the components that make up a system. Version selection requirements indicate which version is to be chosen for each component to make up a configuration.

The form of the model is influenced by the intended application. In software configuration management, the software system is frequently modelled by a graph in various variations. Besides an acyclic graph and a tree, some authors also use an AND/OR graph [18, 5]. We find the AND/OR graphs suitable in supporting the process of software system configuration building.

In [2] we described the model of a software system as an AND/OR graph. In our model, we assume that there are two kinds of versions: variants and revisions. In the AND/OR graph, only variants, along with component families are represented. A family of software components comprises versions of a software component. Actually, we can always consider versions to be revisions. However, they are grouped into subsets called variants within a family. This is a conceptual novelty comparing to related works, e.g. [14], where revisions and variants are treated at the same level as components. Similar concepts were employed in [15], where there is proposed an orthogonal organization of variants and revisions.

A variety of architectural relations can be defined between variants and families. The fact that architectural relations can be defined between variants and families allows our model to be "more generic" as e.g. those of [1, 10, 11, 18] in the sense that several models are usually needed to describe the information contained in our model. In particular, they allow architectural relations to be defined only between component families.

Being essentially a graph search, it is inevitable to have a method for selecting a proper variant (i.e., a subset of software versions). It results in a generic configuration defined in terms of variants. Only after selecting from within every variant a particular component (i.e., a revision) we get a bound configuration. Therefore the role of a method for version selection is crucial for configuration building.

Instead of giving a detailed description of the model and our method for configuration building (the interested reader may refer to the original papers [2, 12]), we present the role of the method for version selection in its context. Actually, our method for configuration building makes use of the presented method for version selection twice. First, a variant is selected for each family of software components which is to be included in the configuration. Second, a revision is selected for each variant.

We find the separation important. It allows the user to formulate possibly different requirements for selection of variants and revisions. Moreover, the process of selection is simplified. For example, let us assume that there are \( v \) variants in a family of software components, and \( r \) revisions on average in each of them. Let the requirements for variant selection contain \( a \) elementary conditions, and let the requirements for revision selection contain \( b \) elementary conditions. In an unseparated selection process, there are \( E_u = (a + b) \times v \times r \) tests to be performed in the worst case. In a separated selection process, there are \( E_s = a \times v + b \times r \) tests to be performed. Obviously,

\[
E_u = (a + b) \times v \times r > a \times v + b \times r = E_s, \text{ for } a, b, v, r > 0
\]
Important is the fact that our method for version selection can fail to select the most suitable version automatically. This means complication to automation of configuration building but reflects more adequately software development needs.

There is important requirement for configuration being built: versions of different component must be selected in a consistent manner. The system ADELE [5] takes this into account by propagating constraints resulting from former version selections. We adopted the similar approach. Consistency of the configuration is guaranteed by the method of configuration building and therefore all the components being included in the configuration must satisfy constraints specified in both configuration requirement and in the particular software components. While devising algorithm for implementing our method of configuration building, we were facing essentially the problem of searching AND/OR graph with constraints. This led us to techniques similar to those used in truth maintenance systems, and finally to devising a programming technique for implementing such algorithms, which uses markings to maintain consistency and identification the reason for a deadend [12].

We have developed an experimental implementation of the method for building a configuration which uses method for version selection in Prolog. A logic formalism, like any declarative formalism in general, is an excellent tool to support browsing and reasoning about versions of objects, relationships and dependencies [7]. In this experimental implementation, heuristic functions are represented by logic expressions and special functions described as Prolog predicates. For example, the heuristic "prefer more general versions" is represented by the predicate prefer_general/1 which constrains the current set of admissible versions to those having the most general values of attributes.

7 Conclusions

The presented method for version selection allows selecting the most suitable version according to given requirements referencing properties of versions. Our approach offers to a software engineer a framework for specifying various heuristics describing which versions are to be prefered. Using heuristic functions not only makes the process potentially capable of building better configurations, but also documents preferences applied in selections.

In our approach, heuristic functions allow to investigate properties of versions on sets of versions as a whole. As far as we know, none of the mentioned approaches to version selection can describe a requirement on sets of versions as the above mentioned heuristic "prefer more general versions". In the system SHAPE [11] one can use in selection rule very restricted form of selection on sets of versions by predefined predicate attrmax which requires object to have a maximal value in the specified attribute.

Our approach is similar to version selection in DSEE [10]. What is new is the distribution of requirements for version selection into the necessary selection condition and the suitability selection conditions along with their defining their interpretation. The distinction becomes important e.g., in selecting variants. Most of the requirement conditions are in fact just recommendations, so they can be formulated as suitability selection conditions. However, there are often certain requirements which must not be ignored, so they are formulated as the necessary selection condition.

In the version selection used by the ADELE system, if the set of versions becomes empty the user is notified that the given description is inconsistent or ambiguous. In our approach, if after applying some of the heuristic functions acting as filters we get an empty set, the filter which is responsible for it is not to be considered.

Another important issue is the possibility of explicit formulation of the relevant knowledge on version selection. The heuristic functions form at the same time a documentation and record the justifications why particular components were selected.
Our method can fail to select the most suitable version automatically. Therefore, it calls in such cases for an intervention from a software engineer. The requirements may be revised, or less suitable version could be sought.

One open problem is acquiring programming and problem knowledge on the suitability of component versions. In cases when attributes of components are not known no matter for what reason, methods of reverse engineering could be attempted to supply them.
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